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A neutron spectrometer for the measurement of double-differential neutron-emission cross sections has been set up. 
An electron linac (GELINA) is used as a pulsed white neutron source. The energy of the incident neutrons is determined by the 

time-of-flight method. The secondary neutron spectra are determined by unfolding the pulse-height distributions observed in eight 
NE213-scintillators surrounding the sample. 

The measured spectra are normalised to the shape of the incident neutron flux measured with a 235U-fission chamber, and 
afterwards converted to absolute cross sections using as standard the carbon differential elastic scattering cross section below 2 MeV. 

1. Introduction 

Experimental  data on double-differential neutron- 
emission cross sections are requested for the concep- 
tional design studies of a blanket of a DT-fusion reactor 
[1-4] and are important  for a better understanding of 
the reaction mechanism, in particular for the pre-equi- 
l ibrium neutron-emission process. 

Up  to now most of the data measurements were 
performed with pulsed monoenergetic neutron sources 
so that the secondary neutron energy can be determined 
by time-of-flight. To cover the incident neutron energy 
range from 1 to 16 MeV required for fusion technology 
applications, this is a very time consuming method and 
for that reason the existing data base is rather poor. The 
experimental method described here uses a pulsed white 
neutron source and therefore is much more efficient in 
obtaining data. White source experiments have already 
been performed on a few elements at Oak Ridge [5] but 
the sample-detector geometry was such that measure- 
ments for only one angle at a time were possible. With 
our  experimental setup it is possible to obtain data for 8 
angles simultaneously. 

2. Experimental method 

2.1. General description 

The spectrometer is installed at the pulsed white 
neutron source of the linear electron accelerator at the 
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C.B.N.M. The machine is operated at a repetition rate 
of 800 Hz with an average total beam power of 8 kW 
and an electron burst width of less than 1 ns [6]. 
Neutrons are produced via ( ' t ,  n) and (y, F)  reactions in 
a mercury cooled rotary uranium target [7]. A target 
consisting of a U - B e  mixture which will produce a 
harder neutron spectrum, is under construction. The 
neutron beam is collimated to a diameter of 5 cm by 
two pairs of Pb (10 cm thick) and Cu (20 cm thick) 
collimators installed at 30 and 54 m from the neutron 
source. These are surrounded by a large mass of sand to 
absorb the scattered neutrons. A depleted uranium filter, 
placed at the 30 m station, attenuates the flash of 
gamma rays arising from the electron bombardment  of 
the U-target. Its thickness depends on the Z-value and 
the total weight of the scattering sample and is typically 
about one cm. Moreover, we have shielded our flight- 
path against the water moderator  in the target bunker 
which produces most of the low-energy neutrons, so 
that no overlap filter is needed. 

The scattering sample, cylindrical in shape (O = 7 
cm) with axis parallel to the incident neutron beam, is 
positioned at 60 m from the neutron source. It is 
mounted in an aluminium vacuum tube to reduce air- 
scattering of the incoming neutrons and to prevent 
possible oxidation of the sample (fig. 1). The secondary 
neutrons are detected with eight proton-recoil liquid 
NE213-scintillators (BAl- type  cell, O = 5 cm, h = 5 
era), directly coupled to RCA8850 photomultipliers 
without magnetic shield. Special care was taken to 
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Fig. 1. Diagram of the neutron spectrometer at the 60 m station. 

minimize the amount of aluminium used in the detector 
canning which is small compared to the amount used in 
the commercial BAl-type cell itself. The detectors sur- 
round the sample at a distance of 20 cm at emission 
angles ranging from 20 ° to 160 o. At larger distances, 
smaller forward and larger backward angles can be 
reached. Pulse shape discrimination, based on the charge 
comparison method, is applied to separate neutron from 
gamma events. 

The incident neutron energy is determined by the 
time-of-flight method, in which the stop signal is de- 
rived from the detection of a secondary particle or 
gamma ray. This method provides an accurate measure 
of the real flight-time since the distance covered by the 
secondary particles (20 cm) is negligible compared to 
the flight-path length of the incident neutrons (60 m) 
(about 1100 ns are required for a 16 MeV neutron to 
traverse 60 m, whereas a 1 MeV scattered neutron needs 
only 14 ns to travel from sample to detector). The 
secondary neutron energy is determined by unfolding 
the pulse-height distributions as observed in the scintil- 
lators. The response matrix which is used to unfold the 
spectra is discussed in section 3. 

The major source of background is due to scattering 
of the incoming neutron beam by the thin windows (0.3 
mm thick) of the aluminium vacuum tube in which the 
sample is mounted and by the collimators. This contri- 
bution is kept low by using a long tube (235 cm) so that 
the window-detector distance is much larger than the 
sample-detector distance, and by the installation of a 15 
cm thick borax shield and two B4C cylinders (cf. fig. 1). 
Background coming directly from the neutron source is 
negligible due to the large distance between source and 
detectors. This is an important advantage of our method 
over the experimental conditions when using monoen- 
ergetic neutron beams produced with a Van de Graaff 
accelerator where the source-detector distance is of the 

same order as the sample-detector distance (typically a 
few meters). This sample-independent background is 
accurately measured with a dummy vacuum tube (sec- 
tion 5) and is so low that we can use very thin samples 
(transmission > 0.9). Moreover, this background yields 
a pulse-height spectrum which extends above the pulse- 
heights coming from the neutron-emission of the sam- 
ple. So the normalisation of the background to the 
foreground can be performed on this upper part of the 
pulse-height spectrum as well as with respect to the 
number of incident neutrons. The sample-dependent 
background can not be measured but the experimental 
results demonstrate that it amounts to only a few per- 
cent of the total secondary neutron yield (section 5). 

At 60 m from the neutron source the difference in 
flight-time between the gamma-flash (gamma rays com- 
ing directly from the target) and a 16 MeV neutron is 
only about 900 ns. Therefore, to avoid distortion of the 
amplitude signals by a gamma-flash pulse we can only 
accept one event per burst. Typically, about 30% of the 
linac bursts is lost due to this precaution. 

During the scattering experiment the shape of the 
incident neutron flux is measured with a multiplate 
235U-fission chamber which is mounted in the neutron 
beam at 100 m from the neutron source. This chamber 
contains 2.5 g of 235U (average layer thickness is 1.18 
mg/cm 2) and operates with continuous methane flow at 
atmospheric pressure [8]. With such thick layers we 
obtain a sufficient count-rate (0.05 events per burst) but 
special care must be taken to discriminate against the 
pileup pulses due to the a-decay of uranium. 

2.2. Electronics and data acquisition system 

For reasons explained in the previous section, we 
accept only one event per burst. Each time an event is 
detected, four signals are transferred to a HP 1000F 
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computer: time-of-flight, pulse-height, pulse shape and 
detector-identification. 

The anode output of each photomultiplier tube is 
used as stop pulse for a 4 ns time-digitizer (TD) and for 
pulse shape analysis. As shown on fig. 2, we have split 
the anode signals; one branch is connected directly to a 
pulse shape discriminator (PSD) and the other branch is 
first attenuated (by a factor five) before it enters a 
second pulse shape discriminator. The reason for this 
splitting is the limited dynamic range of the fast linear 
fan-in (Le Croy 628) and of the PSD (Link 5010). 
Fortunately, with the Link 5010 it is possible to specify 
a pulse-height window which limits the range of pulses 
to be analysed. We set these windows such that the first 
PSD analyses all nonattenuated anode signals which did 
not saturate in the fan-in whereas the second PSD 
handles all larger pulses. The neutron outputs of the 
two PSD are mixed. In this way the pulse shape dis- 
crimination works properly over a large dynamic range 
of more than a factor 300. A fast discriminator in the 
first PSD is used to produce the fast timing signals 
throughout the whole energy range. The output of the 
ninth dynode is used for pulse-height analysis and de- 
tector identification. To assure correlated signals, an 
output pulse of the TD is used as coincidence input to 
the analogue to digital converter (ADC). Moreover, the 
routing-pulses for pulse shape and detector identifi- 
cation must fall within a time window of 1.3 #s which is 
set by the TD. The block diagram is self-explanatory 

what concerns the rest of the electronics. 
The communication with the computer is realized via 

CAMAC through a 256 word buffer of 16 bits. A single 
event takes up two 16 bit words which are constructed 
in the memory multiplexer: 13 bits are reserved for 
time-of-flight, 11 bits for pulse-height, 4 bits for detec- 
tor identification and 1 bit for pulse shape information. 
In principle 3 bits are enough to identify 8 detectors. 
However, the fourth bit is used to indicate coincidences 
between two detectors. The digital data are interpreted 
by an assembler program which stores the information 
in the central memory of the computer using the incre- 
ment mode: 
(a) All events (including coincidences between 2 detec- 

tors) are stored in two time-of-flight spectra (n and 
n + 7) crunched in 256 channels each and two 
pulse-height spectra (n and n + 7) of 2K channels 
each. 

(b) The same spectra are built up for each detector 
separately. The difference between the spectra from 
(a) and the sum of the individual detector spectra 
from (b) is due to coincidences. 

(c) The pulse-height distributions needed for the un- 
folding are stored in a three-dimensional array: 
detector (angle) × time-of-flight (incident energy) × 
pulseheight (secondary neutron energy). The time- 
of-flight range can be compressed into a certain 
number of groups. At  present we are using 32 
groups to cover the energy range between 1.6 and 16 
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Fig. 2. Block diagram of the electronics and data acquisition system. 
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MeV. The bin width of the incident energy groups 
ranges from 0.2 MeV at 2 MeV to I MeV at 16 
MeV. This three-dimensional array occupies 8 × 32 
× 2048 words in the central memory. 

During the experiment the contents of several coun- 
ters recording the number of linac bursts, the number of 
counts in a BF 3 monitor located in the target bunker, 
the number of events stored in the three-dimensional 
data histogram, the number of gamma rays detected, 
the number of coincidences or gamma-flashes that oc- 
cured, are listed every 30 min. These listings enable us 
to follow up the experiment on-line and are useful for 
the off-line data reduction. 

3. Detector calibration 

3.1. General 

Since the secondary neutron energy is determined by 
unfolding the pulse-height distributions, it is important 
to know accurately the response functions of our scintil- 
lators. The accuracy of calculated response functions 
using the Monte Carlo method strongly depends on the 
uncertainties in the nuclear data base used and on the 
accuracy with which the light output function of the 
charged particles is known. Therefore we have per- 
formed an experimental calibration of a NE213-scintil- 
lator. The experimental details and the results from a 
comparison with calculations using the codes NRESP4 
and NEFF4 [9] are discussed in the following sections. 

3.2. Relative response functions 

We have measured pulse-height distributions as a 
function of energy by placing a detector in the direct 
neutron beam of GELINA (at the 400 m station) with 
its axis parallel to it. The collimators, which reduced the 
beam diameter to 7 cm at 400 m, were located at 100 
and 200 m from the neutron source so that background 
due to neutron scattering in the collimators was negligi- 
ble. The room background was already thoroughly in- 
vestigated in connection with transmission experiments 
performed at this 400 m station. Even without rejecting 
the gammas this contribution is only in the order of 
0.1% at 1 MeV and 1% at 16 MeV [10]. A 6 cm depleted 
uranium filter was used to attenuate the neutron beam 
sufficiently in order to avoid pileup of pulses. A similar 
data acquisition system as described in section 2.2. was 
used. In this case the TD was adapted to accept more 
than one event per burst. The time-of-flight spectrum 
was compressed on-line in 254 groups. The corre- 
sponding energy groups were regularly spread between 
0.3 and 16.2 MeV with bin widths ranging from 0.02 to 
0.15 MeV. Their pulse-height distributions were stored 
in the central memory of the computer in 2K spectra 

each. Below 700 keV proton energy a perfect dis- 
crimination between neutrons and gamma rays was no 
longer possible. The neutron-gamma ray separation line 
was set in such a way that 5% of the photo-electric peak 
of the 60 keV T-line of an 241Am source was counted as 
neutrons. 

Such an extensive set of response functions enabled 
an accurate determination of the proton light output 
function Lp(E) for our scintillator. The "light unit" of 
pulse-height was defined such that the half-height of the 
Compton recoil edge for the 1.1155 MeV gamma rays 
from 65Zn occurs at 0.920 light units. This corresponds 
with an electron light output Le(E ) = a(E-Eo), where 
E 0 = 0.005 MeV and a = 1 MeV -1, if one assumes that 
the true Compton edge lies 2% below the half-height of 
the Compton recoil edge [11]. First, Lp-values were 
estimated from the position of the half-height of the 
upper edges of the measured spectra. Afterwards, a 
smooth fit through these points was used to construct a 
table of light output values which we could introduce in 
the Monte Carlo calculations. This table then was ad- 
justed in order to optimize the agreement between the 
measured and calculated spectra. Above 700 keV, the 
criterion was that the position of the upper edges of the 
spectra should coincide within 1%. Below this threshold 
the measured spectra are distorted due to an imperfect 
pulse shape discrimination, which makes it difficult to 
define accurately the upper edge. The light output for 
these lower energies was adjusted indirectly by compar- 
ing measured and calculated spectra for higher energies. 
Indeed, these spectra are sensitive to the low energy 
light output values through the multiple scattering ef- 
fect in the scintillator. In the calculations, the light 
output functions for the other charged particles 
(d, a, Be, B, C) were taken from ref. [9] (1). The coeffi- 
cients in the relations for the a-particle were adapted so 
that the structure induced by the 12C(n, a)9Be interac- 
tion in the 9 MeV response function occured at the 
correct position. At this energy the 12C(n, a)9Be cross 
section is well known [12]. 

Ld(E  ) = 2 L p ( E / 2 )  

L ~ ( E )  = 0.02017E 1"s71 E < 6.76 MeV 

L , ( E )  = -0.6278 + 0.1994E E _>_ 6.76 MeV. 

LBe(E ) = 0.013E 

L B ( E  ) = L c ( E  ) = 0.0097E 

(1) 

The pulse-height resolution AL(fwhm) used in the 
calculations was described by a pulse-height dependent 
resolution-function [13]. 

a L  = (~2L2 +/~2/~ + r~)  '/2. (2) 

This relation describes the detector resolution due to 
various effects: 
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Table 1 
Proton light output function, Lp(E), for a NE213-scintillator. The function is described by a set of six polynomials of third order. In 
the table we have listed the coefficients A0, . . . ,  A 3 for the six proton energy intervals. Special care was taken to obtain a good 
continuity for Lv(E) and its derivative. 

Ep 0.0-0.4 0.4-1.1 1.1 -3.0 3.0-6.4 6.4-8.9 8.9-16.0 
(MeV) 
A o 0.0 0.00829 - 0.02060 - 0.07129 3.85138 - 0.76801 
A 1 0.06798 0.01275 0.09088 0.18958 - 1.36975 0.57306 
A 2 0.06034 0.18149 0.11066 0.06138 0.26122 0.0 
A 3 0.05527 - 0.03206 - 0.01055 - 0.00326 - 0.01138 0.0 

(a) the locus-dependent  light transmission from the 
scintil lator to the photocathode  (first term), 

(b) the statistical effects of  the light production,  at- 
tenuation, photon  to electron conversion and elec- 
tron amplif icat ion (second term), 

(c) all noise  contributions (third term). 
The  upper edges o f  the experimental  response functions 
were best reproduced using the values # = 0.045, / / =  
0.075 and Y = 0.002. In table I we  present a polynomial  

fit to the adjusted proton light output values. This 
f itt ing has introduced an additional  uncertainty of  only  
0.1%. 

Fig. 3 shows a comparison between measured and 
calculated spectra. In the region where the pulse shape 
discrimination is excel lent (Ep > 700 keV) the calcula- 
t ions reproduce very well  the proton-recoil  plateau but 
fail to explain the structure induced by  ,x-producing 
reactions with carbon in the scintillator. The latter is 
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Fig. 3. Response functions for a NE213-scintiUator (5 cm× 5 cm). The experimental spectra (full line) measured at GELINA are 
compared with response functions calculated with the Monte Carlo code NRESP4 (dotted line). The measured curves have been 
normalised to the calculated spectra in the proton-recoil plateau region. The discrepancies below 700 keV proton energy are due to an 
imperfect pulse shape discrimination. The structure in the 15.6 MeV response function below pulse-height channel 200 is due to 

a-producing reactions with carbon in the scintillator. 



494 E. Dekempeneer et al. / Spectrometer for neutron emission cross section measurements 

due to the fact that both the total production cross 
section as well as the energy and angular distributions 
of the a-particles are not well known at incident neu- 
tron energies above 10 MeV [12]. 

3.3. Efficiencies 

Absolute efficiencies were determined using pulsed 
monoenergetic neutron beams produced with the 7 MV 
Van de Graaff accelerator at the C.B.N.M. First, a 
relative efficiency curve was established in the energy 
range 0.6-7.5 and 13-16 MeV by relying on the dif- 
ferential neutron production cross sections [14] for the 
T(p,n)3He, D(d,n)3He and T(d,n)4He reactions. The 
integrated charge on the neutron producing targets was 
used as monitor for the beam intensity. These relative 
efficiencies were converted to absolute efficiencies by 
measuring the incident neutron flux at five of these 
energies with a calibrated proton-recoil telescope [15]. 

Table 2 lists measured and calculated efficiencies for 
two different bias values. At lower energies we find 
increasing discrepancies with the calculations due to an 
imperfect pulse shape discrimination. At higher energies 
the agreement is very good, especially for a high bias 
value of 5.6 MeV proton energy where we only take into 
account integrals over the proton-recoil plateau. 

3. 4. Response matrix 

For the construction of the response matrix we have 
used the pulse-height distributions measured at 

Table 2 
Comparison between measured and calculated efficiencies (%) 
for a NE213-scintillator ( 0=  5 ern, h = 5 cm) 

Neutron Low bias (300 keV) High bias (5.6 MeV) 

energy Measured Calculated Measured Calculated 
(MeV) 

0.6 33.9±2.8 ~.5 
0.8 ~.2±3.2 51.9 
1.0 43.0±2.4 50.9 
1.2 43.8±2.3 50.3 
1.4 ~.7±2.6 49.0 
1.6 43.5±2.5 47.9 
1.8 43.0±2.2 ~.2 
2.0 42.4±2.5 ~.6 
2.5 41.1±2.4 42.4 
3.0 39.0±1.5 39.5 
4.5 33.7±1.2 32.8 
6.0 30.3±1.1 28.3 
7.5 ~.1±1.6 25.2 

13 .0  22.5±1.5 21.8 
13.5  21.8±1.4 21.4 
14 .0  21.1±1.2 21.6 
14.5 20.9±0.8 21.8 
15 .0  20.0±1.2 21.7 
16 .0  19.5±1.2 21.8 

2.2±0.08 1.9 
7.3±0.5 6.8 
9.5±0.6 9.3 
9.3±0.6 9.2 
9.2±0.5 9.1 
9.0±0.4 8.9 
8.7±0.5 8.8 
8.2±0.5 8.5 

GELINA. The efficiencies have been determined by 
taking the calculated efficiencies for a bias setting just 
below the proton-recoil plateau and extrapolating these 
down to the experimental bias relying on the shape of 
the measured spectra. These response functions are 
compressed into spectra of 1K channels of constant 
pulse-height width. In this way we keep at least 3 
channels per fwhm of the scintillator's pulse-height res- 
olution for proton energies above 1 MeV. The problem 
of an imperfect pulse shape discrimination at lower 
pulse-heights is bypassed by applying the same PSD 
setting during the scattering experiment as we used for 
the measurement of the response functions. The loss of 
neutrons will then be compensated through the unfold- 
ing. 

4. Data reduction 

After subtracting the sample-independent back- 
ground measured with a dummy vacuum tube, the 
pulse-height distributions are unfolded. We use the 
FORIST-COde [16] together with the response matrix 
whose construction is described in the previous para- 
graph. The secondary energy spectra then are corrected 
for self-screening and for multiple scattering in the 
sample and for attenuation of the emitted neutrons by 
the sample and by the 1.5 mm thick wall of the 
aluminium vacuum tube. The Monte carlo code that we 
have written for the calculation of the multiple scatter- 
ing corrections only takes into account the elastic 
scattering component which in many cases is the most 
important contribution to the total amount of emitted 
neutrons. Moreover, the third interaction is considered 
as an absorption. These approximations are permitted 
because very thin samples (transmission > 0.9) are used. 
From these secondary energy spectra we subtract a 
small sample-dependent background, which we assume 
to be constant as function of secondary energy. The 
magnitude of this correction is discussed in section 5.2. 

The double-differential neutron-emission cross sec- 
tion is calculated by the relation 

d2o 
dE,,dj~([Ek, Ek+a];E.', ~)  

r([Ek, Ek+,];  E,,,, g2)C(k)DT(k)  

Y([Ek, Ek+,];  E,,., J~)C(k)DT(k) 
n 

× °t([Ek' Ek+l]) ' g  (3) 
F([Ek, Ek+l] ) a '  

where 
[Ek, Ek + 1] = energy interval for incident neu- 

trons from TOF group k (k- 
1 . . . .  32);  
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y([Ek,  E k + l ] ;  = number of secondary neutrons 
E,,, 1"~ emitted per unit energy with en- 

ergy E,, in a solid angle fl, cor- 
rected for background, finite 
sample effects and attenuation; 

g~ = solid angle of the NE213-scintil- 
lator; 

DT(k)  = dead time correction for TOF 
group k; 

C ( k )  = correction for losses due to coin- 
cidences; 

O([Ek, Ek+l] ) = integrated incident neutron flux 
on the sample in the energy in- 
terval [E k, Ek+l]; 

F([Ek, Ek+~] ) = number of counts in the fission 
chamber in the energy interval 
[Ek, Ek+ 1]; 

of([E k, Ek+l] ) = 235U fission cross section in the 
energy interval [Ek, Ek+l]; 

e = fission product detection ef- 
ficiency; 

g = constant containing the number 
of 23SU nuclei in the fission 
chamber layers and a geometry 
factor to obtain the flux at the 
sample position; 

n = number of nuclei in the scatter- 
i n g  sample. 

The normalisation factor cg/ff2 is determined by 
measuring the 12C differential elastic yield below 2 
MeV. In this energy region the 12C differential elastic 
cross section is known with uncertainties in the order of 
+ 1 -  2% [17]. The flux shape measurement with the 
e35u-fission chamber (section 2.1.) is used to extrapo- 
late the normalisation above 2 MeV where larger uncer- 
tainties exist in the carbon differential data. With this 
normalisation procedure, uncertainties in the absolute 
efficiencies of our scintillators cancel out and only 
uncertainties in the relative efficiencies affect the mea- 
surement of secondary neutrons. The carbon sample 
thickness is chosen such as to have about the same 
transmission as the material sample studied. In this case 
the corrections for finite sample effects, background, 
dead time and losses due to coincidences have nearly 
the same magnitudes for both measurements. Possible 
systematic errors in these corrections will cancel out 
partly through the normalisation procedure. 

5. Performance 

5.1. General 

Instabilities in the PSD which are adjusted every 24 
h, still influence the pulse-height distributions below 
700 keV proton energy. As a consequence, below this 
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Fig. 4. Example of measured pulse-height distributions for one 
angle and for a specific incident neutron energy E showing the 
relative importance of the sample-independent background. 
The normalisation of the background to the foreground spec- 

trum is explained in the text (section 2.1). 

threshold the secondary neutron energy spectra become 
unreliable. Gain drifts for the eight detectors are checked 
every week. Their effect on the pulse-height resolution 
can be neglected. 

The incident energy resolution is fixed by the width 
of the incident energy bins. The extent of these energy 
intervals is governed by the need to get adequate count- 
ing statistics in the pulse-height spectra. Below 10 MeV 
incident neutron energy, 0.2 to 0.5 MeV intervals are 
typical. Above 10 MeV, at least 1 MeV intervals are 
required. 

The secondary energy resolution is determined by 
the scintillator's pulseheight resolution and by a broad- 
ening due to the unfolding procedure itself. The fwhm 

100 E = 3 . 2  MeV, EMISSION ANGLE = 60 ° 

M: measured neutron yield / ~  
C: calculated multiple scat. / \ 

cantri " 

I ~ ' ; k 
SECONDARY NEUTRONENERGY (Me'V) 

Fig. 5. Example of a measured secondary neutron energy 
spectrum M for one angle and for a specific incident neutron 
energy E together with the calculated multiple scattering con- 
tribution C. The sample was a metallic 7Li plate (O = 7 cm, 

thickness = 0.0325 at/b). 
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of the Gaussian smoothing functions used in the FOR- 
IST-code varies from 40% at 600 keV to 10% at 16 MeV 
and is the largest factor contributing to the energy 
resolution. Moreover, FORIST uses an iterative smooth- 
hag technique which means that the widths of these 
Gaussian smoothing functions are subject to small vari- 
ations dependent both on the shape of the energy 
spectrum and on the statistical accuracy of the pulse- 
height spectra. Typical energy differences, A E (calcu- 
lated as four standard deviations), required for two 
scattered neutron groups to be completely resolved are 
A E =  1.2 MeV at I MeV and AE= 3.2 MeV at 16 MeV 
(here we also took into account an additional spread 
due to an incident energy window of 0.5 MeV). For 

experiments performed with monoenergetic neutron 
beams where the secondary energy is determined by the 
time-of-flight method, these A E values are typically in 
the order of resp. 0.2 and 1.5 MeV [18]. 

5.2. Example: the ZLi(n, xn) reaction 

The sample was a metallic 7Li plate, enriched to 
99.97% with a thickness of 0.0325 at/b.  An 8 mm 
depleted uranium filter was used to reduce the 
gamma-flash which was detected in about 45% of the 
linac bursts. For this first experiment only 6 detectors 
were available. They were located at 20 cm from the 
lithium sample at emission angles of 24 °, 40 o, 60 o, 
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Fig. 6. Example of measured double-differential neutron-emission cross sections for incoming neutron energies between 8.4 and 8.7 
MeV and for 4 angles. The error bars on the data points are statistical uncertainties calculated by the FORIST-code. 
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Table 3 

7El(n, xn) reactions 

Reaction Q-value (McV) 

1. 7Li(n, n)TLi 0.0 
2. 7Li(n,n')TLi* ~ 7Li+ 7 -0.478 
3. 7Li(n, n'a)t -2.46 
4. 7Li(n,t)SH¢ ~ a + n '  -3.42 
5. 7Li(n,n')7Li* --* a + t  -4.63 

- 6.54, • • - 
6. 7Li(n, 2n)tLi -7.25 
7. 7Li(n,2nd)a -7.82 

90 o, 120 o and 150 o. The total average count-rate was 
about 0.5 events per burst (gamma-flash pulses in- 
eluded). The ratio of the sample-independent back- 
ground to the foreground for the backward angle at 
150 o (worst case) varied from 20% at 10 MeV incident 
neutron energy to 4% at 2 MeV (fig. 4). For the forward 
angle at 24 ° this was respectively 3.5 and 2.7%. Fig. 5 

shows the contribution of the multiple scattering correc- 
tion which is very small. 

Data were taken during 600 h [19,20] corresponding 
with two consecutive periods of 1 month. Above 10 
MeV, even with 1 MeV incident energy-windows, the 
present data did not yet have the required statistical 
precision for unfolding the pulse-height spectra. As was 
mentioned in section 2.1, a new neutron producing 
target which will produce a harder neutron spectrum is 
under construction. As an illustration, we show on fig. 6 
our results for the double-differential neutron-emission 
cross sections for an incident energy-window between 
8.4 and 8.7 MeV and for four angles. The contributions 
from elastic and inelastic scattering to the 478 keV state 
(table 3) are not separated. Superimposed on the con- 
tinuum part from the 7Li(n, n 'a)t  reaction one can iden- 
tify the inelastic peak from the 4.63 MeV state. We have 
marked the maximum allowed energy for the continuum 
neutrons. The valley between the elastic peak and this 
continuum part illustrates how small the contribution of 
the sample-dependent background is. Assuming a flat 
energy dependence for this background it appears to be 
on the average 6% of the total secondary neutron yield. 

6 .  U n c e r t a i n t y  a n a l y s i s  

The sources of uncertainty in the double-differential 
neutron-emission cross sections can be split in three 
main parts (typical values for their magnitudes are 
given in %): 
(a) uncertainties in the corrected 

- relative efficiency 
- background subtraction 

secondary neutron yield due to (apart from statistical uncertainties) 
+_ 2% above 1 MeV 
± 1% for elastic scattering part 
± 5% for nonelastic scattering part (fully correlated between the different data 

points) 
- sample-detector distance 
- correction for attenuation in the sample and the Al vacuum tube (5% of the correction) 
- multiple scattering correction (half o f  the correction 
- losses due to coincidences 
- sample thickness 

(b) uncertainties in the shape of the incident neutron flux due to (apart from statistical uncertainties) 
- 23SU-fission cross section (ENDF/B-v) ± 2.5% at 1 MeV to +_6% at 16 MeV 

(c) an overall normalisation uncertainty due to 
- corrected differential elastic yield for the 12C measurement (see (a)) 
- standard differential elastic scattering cross section for 12C below 2 MeV ± 1 - 2% 
- monitor (measured yield in the fission chamber) + 3% 

+1% 
± 1  - 2 %  

< +_3% 
±1% 
±0.01% 

7 .  C o n c l u s i o n s  

The method described here was developed to mea- 
sure double-differential neutron-emission cross sections 
for a broad incident neutron energy range and for 
several angles simultaneously. For this reason an elec- 

tron iinac with uranium target was used as p*ulsed white 
neutron source. The energy determination of the sec- 
ondary neutrons by pulse-height analysis has been very 
successful. The response matrix was constructed from 
experimentally determined response functions. The sec- 
ondary energy resolution is not as good as obtained in 
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experiments using monoenergetic neutron beams where 
the secondary energy is determined by time-of-flight. In 
fact this secondary energy resolution depends to a large 
extent, through the unfolding process, on the available 
statistical accuracy of the pulse-height spectra. 

The measurements with 7Li have proven that, with 
the presently available neutron-producing target, the 
required statistical accuracy can be obtained in a rea- 
sonable measuring time, at least up to 10 MeV incident 
neutron energy. This measuring time is less crucial with 
a white neutron source because the installation can be 
used for several experiments at the same time. To be 
competit ive with monochromatic  neutron sources above 
10 MeV, a new neutron producing target consisting of a 
U - B e  mixture, which will produce a harder neutron 
spectrum than the currently used uranium target, is 
under construction. 

The same experiments with 7Li have also demon- 
strated the very favourable background conditions (be- 
cause of the large source-detector  distance of 60 m). 
For  this reason very thin samples ( T >  0.9) may be used 
so that the multiple scattering effect in the sample 
involves only small corrections. The overall uncertainty 
in the measured cross sections will be less than + 10% 
which is within the requirements for fusion applications. 

For  the future measurements we plan to extend the 
data acquisition software to store simultaneously the 
information for neutron and gamma events in two 
separate three-dimensional arrays (detector × time-of- 
flight x pulse-height). In this way we will obtain ad- 
ditional information on inelastic channels where gamma 
rays are emitted by the excited nuclei. It will allow 
separation of  elastic scattering from inelastic scattering 
to low-lying levels even though the secondary neutron 
energy resolution is too poor to resolve the different 
contributions. 
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