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a b s t r a c t

The influence on γ-ray spectra of differential nonlinearities (DNL) in subranging, pipelined analog-to-
digital converts (ADCs) used for digital γ-ray spectroscopy was investigated. The influence of the DNL
error on the γ-ray spectra, depending on the input count-rate and the dynamic range has been
investigated systematically. It turned out that the DNL becomes more significant in γ-ray spectra with
larger dynamic range of the spectroscopy system. An event-by-event offline correction algorithm was
developed and tested extensively. This correction algorithm works especially well for high dynamic
ranges.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

The HORUS spectrometer (High efficiency Observatory for
γ-Ray Unique Spectroscopy) [1] is located at the 10 MV Tandem
ion accelerator at the Institute for Nuclear Physics in Cologne.
It consists of 14 high-purity Germanium (HPGe) detectors for
high-resolution γ-ray spectroscopy. Six of these HPGe detectors
can be equipped with BGO shields for active Compton suppression.
In addition, two of the standard HPGe detectors can be replaced by
Clover-type detectors [2] for Compton polarimetry experiments
[3,4].

The coincident detection of charged particles in the exit
channel of a nuclear reaction and the deexciting γ-rays provides
valuable additional information. For example in inelastic scattering
experiments (e.g. ðp;p0γÞ, ðd;d0γÞ) or transfer reactions (e.g. (p,dγ)),
the excitation energy of the target nucleus can be derived on an
event-by-event basis from the energy of the charged particle in
the exit channel [5]. For this purpose, the particle detector array
SONIC [6] can be embedded within the HORUS spectrometer.
SONIC houses up to eight ΔE�E silicon sandwich detectors which
allow particle identification.

To process up to 36 detector channels, the analog data acquisi-
tion system was replaced by a digital data acquisition system,
based on the DGF-4C Rev. F modules manufactured by XIA LLC [7–9].

This is a CAMAC based module that comprises four complete
spectroscopic channels. The DGF-4C modules have been extensively
used for the data acquisition at the Miniball spectrometer [10],
where Rev. D modules are used. Nowadays, newer revisions of the
DGF-4C modules are available that possess a USB connector for fast
data readout. In contrast to the conventional analog signal processing
approach, the preamplifier signal is directly digitized and hence, all
spectroscopic information, e.g. energy and time information, can be
extracted using digital filter algorithms [11].

With the HORUS spectrometer and the combined setup of
HORUS and SONIC manifold aspects of nuclear physics can be
studied. As examples we mention two applications: The study of
the Pygmy Dipole Resonance (see [12] and references therein) and
the in-beam investigation of nuclear reactions relevant for nuclear
astrophysics (see [13–15] and references therein).

Both types of application require the detection of γ-rays in the
range from 5 to 15MeV. It turned out that when operating the new
data acquisition system at such an energy range (denoted as high
dynamic range in the following), significant distortions of the peak
shape, e.g. double- or even multiple-peak structures start evolving in
the γ-ray spectra. Fig. 1 shows an excerpt of a γ-ray spectrum
obtained with a 226Ra calibration source. The double-peak structure
of the peaks is obvious. As already pointed out previously [16–18], the
observed spectral distortions can be traced back to the digitization
process, in particular to the differential nonlinearities (DNL) of the
analog-to-digital converters (ADC) used in the spectroscopy system.

In this paper, a new method is presented to correct the effect of
the DNL of subranging ADCs in the γ-ray spectra by means of an
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offline correction-algorithm. The correction algorithm requires a
calibration procedure of each individual channel, together with an
online pulse-shape analysis (PSA).

In Section 2, the principle of digital pulse-processing with the
DGF-4C is shortly presented. In Section 3 the effect of the DNL on
measured γ-ray spectra will be investigated systematically. The
newly developed correction algorithmwill be presented in Section
4 and the results achieved with the new algorithm will be
discussed in Section 5.

2. Signal processing in the DGF-4C

In this section, the signal processing in the DGF-4C is shortly
sketched. We will constrain ourselves to the parts which are
relevant for the effect and correction of the DNL. A more detailed
description of the signal-processing technique in the DGF-4C can
be found e.g. in Refs. [7–9]. The preamplifier signals from the
semiconductor detectors are characterized by a rising edge with a
typical length of a few tens of ns followed by an exponential decay
with a time constant of usually about 50 μs. The signal is directly
connected to the input channels of the DGF-4C modules. The
signal passes an analog gain and offset stage as well as a Nyquist
filter, before it is digitized in an 80 MHz 14 bit sampling ADC, for
which the ADC AD6645 from the company Analog Devices is used.
Since this component is the origin of the DNL it will be further
discussed in Section 3.

The digital filtering of the digitized preamplifier-signal is based
on the moving window deconvolution (MWD) technique [19],
which is implemented on field programmable gate arrays (FPGAs).
The height of the preamplifier signal, which contains the informa-
tion on the energy deposited in the active volume of the detector
can be obtained by taking the average of several samples of the

digitized signal before and after the rising edge of the signal. This
can be expressed by the following equation:

V ¼ � ∑
k� L�G

j ¼ k�2L�Gþ1
Vjþ ∑

k

j ¼ k�Lþ1
Vj ð1Þ

where L denotes the number of samples to be averaged while G
accounts for the width of the rising edge of the input signal. Vk is
the ADC value L samples after the rising edge. The value V is
continuously calculated from the ADC sample stream Vj [8].
Applying this type of filter to a step-like input-signal results in a
trapezoidal-shape filter response [11,8] with the width of the
rising and falling slope of the trapezoid L and the width of the flat
top G. Two trapezoidal-shape filter algorithms are applied to the
digitized preamplifier signal: A fast filter, which has a rather short
filter length (usually the filter parameters L and G are in the range
of a few tens of ns), is used for triggering, time determination and
pile-up rejection. The height of the input signal is extracted using a
slow filter, for which L and G are typically in the range of 1–10 μs
and 0.5–1 μs, respectively.

If an event is validated at the end of the slow filter, the filter
sums are read out by a digital signal processor (DSP), which then
determines the energy and time information from the provided
filter sums, including a correction for ballistic deficit. Furthermore,
the DSP is capable of applying algorithms for an online pulse-
shape analysis (PSA), if parts of the digitized preamplifier signals
have been captured in the FIFO. Finally, onboard pulse-height
spectra are recorded by the DSP and listmode data are written to
buffers, which then can be read out via the USB interface. In
addition, it is possible to capture and read out a series of digitized
samples via a First In First Out buffer (FIFO).

In order to operate several modules synchronously, the clock of
one module can be defined as a master and can be distributed
among the others. Global event building for all modules is finally
performed with an offline sorting-algorithm.

3. Systematic investigation of the DNL and its effect
on γ-ray spectra

The effect of the DNL on the peak shape and linearity was
investigated using pulses, produced by a BNC PB-5 programmable
pulse generator and with a standard coaxial HPGe detector with a
relative efficiency of 20% from the company ORTEC.

Fig. 2 shows a simplified block diagram of the AD6645 which is
used in the DGF-4C modules of Rev. F. The AD6645 is a subranging,
pipelined ADC, that includes a 5-bit ADC1, followed by a 5-bit
ADC2 and a 6-bit ADC3. Two of the bits are used for a digital error
correction logic, so that the effective depth of the whole ADC
amounts to 14 bit.

Fig. 1. Low-energy part of a γ-ray spectrum obtained with a 226Ra calibration
source. The spectrum was taken with a 20% coaxial HPGe detector at an input
count-rate of 23 kcps. The dynamic energy range was set to 12.8 MeV. The double-
peak structure of the peaks is evident.

Fig. 2. Simplified block diagram of the 14 bit, 80 MSPS ADC AD 6645 which is used for the digitization of the preamplifier signal in the DGF-4C, from [20]. The subranging,
pipelined ADC includes two 5-bit ADC's (ADC1 and ADC2) followed a 6-bit ADC (ADC3). Significant DNL distortions occur at the ADC1 transition points [20].
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The DNL of this specific ADC was already measured by Kester
[20] (see especially Fig. 9 in Ref. [20]). There are 25 ¼ 32 ADC1
transition points which are 29 ¼ 512 ADC channels apart. Signifi-
cant DNL errors were found at these transition points with the
expected spacing of 512 LSB. In this particular case, the DNL error
amounts to about 1.5 LSB. In a schematic way, the effects on the
transfer function of the ADC (analog input code vs. digital output
code) in the presence of a DNL are pointed out, which should be of
step-like character (see Fig. 8 in Ref. [20]).

In [17] the DNL of the AD6645 was measured in a different
manner. A signal from a pulse generator with the shape of a
preamplifier signal and of variable height was uniformly distrib-
uted over the top half of the ADC range. In case of no DNL, the
resulting pulse-height spectrum is a uniform distribution. In
contrast, deviations of up to 5% of the average number of counts
per bin have been observed.

To confirm these results a similar measurement was performed
with the pulse generator connected to the DGF-4C, where a
preamplifier-like pulse of variable height was uniformly covering
the whole ADC range. The resulting pulse-height spectrum is
shown in Fig. 3, showing similar results to those obtained in Ref.
[17] (see Fig. 6 in [17]).

Nevertheless, DNL errors tend not to be limited to this parti-
cular ADC only. The effect of the DNL using other types of fast
pipeline-ADCs has been investigated as well [16]. Multi-peak
structures have been observed, when analyzing the pulse height
of signals of fixed amplitude generated by a pulse generator,
starting from different offset values [16]. Hence, the DNL effects
become more significant at high count rates, where the baseline
varies from one pulse to another as each pulse can be located on
the tail of a previous one [17].

To further elaborate the count rate dependency and thus, the
dependency on the baseline, waveforms were captured in a
measurement with the HPGe detector using a 226Ra calibration
source. From this measurement an average ADC value right before
the rising edge of the pulse was extracted to obtain a baseline value
for each individual event. In Fig. 4, these baseline values are shown
together with the energy values, computed by the DGF-4C in a 2D-
matrix. This figure confirms the observations from Refs. [16] and
[17] that the double-peak structures seen in the γ-ray spectrum
(which would be a projection of the matrix to the vertical axis) arise
from baseline variations due to high count rates. Fig. 5 shows a
systematic investigation of the count-rate dependence. The left
panel shows the energy spectrum (y-axis projection of Fig. 4)
around the 609-keV γ-ray transition stemming from the 226Ra
calibration source for different input count-rates together with the
corresponding baseline distribution (x-axis projection of Fig. 4) in

Fig. 3. Pulse-height spectrum obtained with a high-precision pulse generator in
the range of the lowest 5000 ADC channels. The pulse-height is ramped uniformly
across the ADC range. A measurement with an ADC showing no DNL would result
in a flat spectrum. In contrast, regular distortions are observed, indicated by the
arrows.

Fig. 4. Intensity plot of the measured γ-ray energy versus the baseline value (see
text for further details). A projection of the matrix towards the y-axis would result
in a γ-ray spectrum. The observed double-peak structure originates from the
discontinuities, showing up at e.g. a baseline value of 168 ADC units. The lower
panel is a closer look to the energy-region around 354 keV.

Fig. 5. Evolution of the spectral distortions with increasing count rate. The left
panel shows the γ-ray spectrum around the peak at 609 keV, stemming from the
226Ra calibration source. The right panel shows the corresponding baseline
distribution, which gets broader with increasing input count-rate. The double-
peak structure gets more pronounced with increasing width of the baseline
distribution.
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the right panel. The double-peak structure is more pronounced
with increasing width of the baseline distribution.

The uppermost panel of Fig. 5 shows a nearly undistorted γ-ray
peak in case of a narrow baseline distribution (low count rates).
Nevertheless, from the discussion in [20], one would expect that
the DNL also causes integral nonlinearity (INL), i.e. deviations from
a linear energy calibration. For an input count-rate of 1 kcps, using
a 226Ra calibration source and an energy range of 12.8 MeV, Fig. 6
shows the deviation from a linear energy calibration as a function
of γ-ray energy (dotted lines). Deviations up to 72 keV are
observed. It has to be emphasized that this deviation occurs,
although no double-peaks are observed in the γ-ray spectra.
In contrast, the deviation has almost completely vanished for a
dynamic range of 2.6 MeV (solid lines).

The effect of the DNL depending on the number of bits of the
sampling ADC has been already discussed [16]. To be more precise,
one should discuss the effect more likely in terms of number of
ADC values per energy range instead of total number of bits of the
sampling ADC only. Simply speaking, an ADC with a depth of 12 bit
and a dynamic range of 4 MeV would give the same spectral
distortions as a 14-bit ADC operated with a maximum energy
range of 16 MeV. Therefore, it is intuitive to introduce the ADC
channel width W in absolute energy units of keV, defined as the
ratio of dynamic range and the number of possible ADC values:
operating a 14-bit ADC at a dynamic range of 16 MeV would
correspond to a channel width of W¼0.98 keV. Nevertheless, since
the ADC used in the measurements of this paper is a 14-bit ADC,
only a change of the dynamic energy range will affect the channel
width in the following.

The influence of the DNL is strongly reduced with increasing
number of ADC values per energy range, i.e. with reduced channel
width [16]. This is illustrated in Fig. 7, where the energy spectrum
in the region of the 609-keV γ transition from a 226Ra calibration
source is shown for different channel widths. The degrading of the
peak shape is evident.

To conclude the investigations on the DNL, the effect gets more
significant with increasing number of ADC-values per energy range.
If the baseline distribution is broadened, double-peak structures
evolve for large channel widths. Though no double-peak structures
appear for narrow baseline distributions, deviations from a linear
energy calibration are observed for large channel widths.

4. The DNL correction algorithm

A common technique to overcome DNL in ADCs is the sliding-
scale method [21] and in the case of fast pipeline-ADCs the

dithering technique [20]. In the latter case, an additional noise
signal is added to the analog input signal. After the digitizing
process, the additional signal is subtracted from the digitized sum-
signal. The net effect is that the DNL errors of the ADC are
randomly spread across the ADC range. Despite the impressive
results of this technique [20], it is not applicable in this case, since
the amplitude of the additional signal to be added would have
to span the whole ADC1 range [18]. Adding such an amount
of noise would inacceptably affect the energy resolution of the
γ-spectroscopy system.

In a different approach [18], the digital value obtained in each
subranging ADC is extended by two fractional bits, which are fitted
to the γ-ray spectra and stored in a look-up table. Though this
technique yields impressive results for individual cases, this
approach turned out to be impractical in the present application:
Implementing a look-up table on the presently used FPGA would
by far exceed its available memory, whereas a transfer of the
samples to the DSP to perform a correction at that level would
infer a large amount of deadtime. On the other hand, an offline
correction of each ADC sample would require the storage of a huge
amount of digitized samples on hard-disk and thus inferring a
large amount of deadtime as well. However, this technique might
be applicable with the development of FPGAs with larger capacity.

For the correction presented in this work, an offline event-by-
event correction algorithm was developed. The principle of this
algorithm is to compare the position of each individual preampli-
fier pulse with the regions of the ADC showing DNL errors. The
location of the preamplifier pulse in the ADC range is determined
using the pulse-shape analysis (PSA) mode of the DGF-4C mod-
ules. For every pulse, the PSA mode is used to average a couple of
sampling points right before the rising edge of the pulse and to
average a couple of sampling points right after the rising edge of
the pulse. Both values are computed online for each pulse and
stored additionally in the listmode data. The first value will be
denoted as baseline value, the latter as peak value in the following.

The correction procedure can be divided into two parts: In a
first step, a calibration of each input channel has to be performed

Fig. 6. Deviation of the measured peak positions from a linear fit to the data. For a
dynamic range of 12.8 MeV (connected with dotted lines) the deviation reaches
2 keV and reflects the error function of the transfer function of the ADC 6645
(Fig. 8 in ref [20]). Almost no deviation is observed in the measurement with a
dynamic range of 2.6 MeV (connected with solid lines).

Fig. 7. Evolution of spectral distortions with increasing channel width W. The
individual figures show an excerpt of the spectrum around the 609-keV peak. With
increasing channel width, the peak is broadened (W ¼ 0:39 keV) and finally,
double-peak structures start evolving (W ¼ 0:78 keV and W ¼ 0:82 keV). The input
count rate was 23.9 kcps for all measurements.
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to locate the regions of the ADC where the DNL error is present. In
a second step, the position of each pulse within the ADC range is
compared to these regions and the pulse height is adequately
corrected. The two steps will be discussed in more detail in the
next sections.

4.1. Calibration procedure

For the calibration procedure, a preamplifier-like signal pro-
duced by a pulse generator is fed into the DGF-4C. If the complete
signal is in a range of the ADC with no DNL error, a pulse height A
will be measured by the DGF-4C. To calibrate the ADCs of each
input channel of the DGF-4Cs, the value for the internal offset
stage is systematically increased and for each value a pulse-height
spectrum is obtained. If the pulse reaches an ADC range with DNL
error, a pulse height A0aA will be measured. In addition to the
energy value, the peak and baseline values, as described in the
previous section are measured. Fig. 8 shows the measured pulse
height as a function of the baseline value. Since the individual
pulses from the pulser are well separated and of constant height
for each offset value, the peak and baseline values are constant.
With increasing offset value, the baseline value increases as well.
The DNL-error regions are well separated from each other. In total,
N¼32 DNL-error regions are observed, with a spacing of 512 ADC
channels. This corresponds to the expected number and spacing of
ADC1 transitions (see Section 3).

Fig. 8 reveals a trapezoidal shape for each of the 32 peaks. The
rising slope of this trapezoid arises, if the top of the pulse partly
covers the DNL-error region in the ADC. If the pulse completely
covers the region a flat top emerges. If the offset is further
increased, the bottom of the pulse only partly covers the DNL
region. This results in the falling slope of the trapezoid. However,
because of the small pulse-height used in this measurement an
almost triangular shape is obtained for the peaks in Fig. 8.
A similar diagram is obtained for the pulse-height as a function
of the peak value. The upper and lower boundaries Ai

h and Ai
l of the

i-th DNL-error region ðiAf0;…;NgÞ can be obtained from the lower
left corner of the i-th trapezoid in the baseline vs. pulse-height
diagram and from the lower right corner in the peak vs. pulse-
height diagram, respectively. Furthermore, the height of the
trapezoid Ci is the error in pulse height caused by the DNL if the
pulse completely covers the DNL-error region.

For each input channel of the data acquisition system, a look-up
table is generated containing the values Ai

h, Ai
l and Ci for each DNL-

error region. This look-up table is then used for the correction of
pulse-height spectra. It has to be noted that, for the calibration

procedure, the height of the pulse, generated by the pulser, has to
be large enough to completely span a DNL-error region, but small
enough to not reach two regions at once. The calibration proce-
dure has to be performed only once for every input channel. Every
subsequent measurement can then be corrected with this look-up
table and the correction algorithm, described in the next section.

4.2. Correction of pulse-height spectra

Measured γ-ray spectra are corrected by means of an offline-
correction algorithm. For each pulse, the peak and baseline value is
compared to the look-up table, obtained from the calibration
procedure. Every time the pulse crosses a region affected by the
DNL, the pulse height is reduced by the amount by which it
deviates from an unaffected region. In the following, the first and
last DNL region, which is crossed by the pulse is denoted with the
index f and l, respectively. Hence, f is the lowest index for which
Af 4b and l is the highest index for which Alop holds, if b and p
are the baseline and peak values obtained from the PSA and Ai is
the average position of the i-th region affected by the DNL:

Ai ¼
Al
iþAh

i

2
: ð2Þ

Thus, the corrected energy value is given as

Ecorr ¼ Eraw� ∑
l

i ¼ f
Ci ð3Þ

where Eraw is the non-corrected energy value and Ci is the difference
in pulse height between the affected and unaffected ADC regions.
Eq. (2) approximates the regions affected by the DNL as a single ADC
value, although they are observed to span a range of three to four
ADC values. Nevertheless, this approximation is validated by the
effects of finite filter-lengths used for the trapezoidal-filter algo-
rithm, which will be discussed in the following.

The deduced pulse height of the input-signal is obtained from
the trapezoidal-filter algorithm (see Eq. (1)) presented in Section
2. The i-th region of the DNL can affect the pulse-height determi-
nation, if VnrAirVm for every n and m which are indices
entering in the first or second sum of Eq. (1), respectively. In this
case, the energy value can be corrected by means of Eq. (3). This is
no longer sufficient, if the sums of Eq. (1) contain values that are
both, larger and smaller than Ai, i.e. if

Vk�2L�Gþ1ZAiZVk�L�G ð4Þ
along with boAi, or

Vk�Lþ1ZAiZVk ð5Þ
along with p4Ai. Eq. (4) corresponds to those cases, where the
pulse is located on the trailing edge of a previous pulse, so that
the first filter sum of Eq. (1) contains ADC values above and below
the discontinuity (see Fig. 9). This is most likely to occur for the
DNL region at Af. Similarly, Eq. (5) corresponds to the case, where
the pulse only slightly exceeds the discontinuity, but due to the
exponential decay of the pulse height, the second filter sum of
Eq. (1) contains again ADC values located above and below the
discontinuity. This is most likely to occur for the DNL region at Al.
In both cases, the energy value would be over-corrected so that
Eq. (3) has to be modified to

Ecorr ¼ Eraw� ∑
l

i ¼ f
Ciþwf Cf þwlCl ð6Þ

including weighting factors wf and wl that depend on how many
sampling points contained in the filter-sums are above and below
the discontinuity.

In order to determine the weighting factor wf, assume two
pulses S0ðtÞ and S1ðtÞ, starting at t¼0 and t ¼ t1, with amplitudes

Fig. 8. Section of the measured pulse height as a function of the baseline value. A
preamplifier-like signal produced with a high-precision pulse-generator was fed
into one input channel of a DGF-4C. The offset of the signal was constantly
increased using the internal offset stage of the DGF-4C. 32 peaks are observed,
corresponding to the 32 ADC1 transition points. Each of the individual peak shows
a trapezoidal shape.
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N0 and N1 and a common time constant τ (see Fig. 9):

S0ðtÞ ¼N0 exp � t
τ

� �
ð7Þ

S1ðtÞ ¼N1 exp �t�t1
τ

� �
ð8Þ

N0 is unknown, while N1 can be written as N1 ¼ p�b. For L{τ,
S0ðtÞ and S1ðtÞ can be approximated using a first order Taylor
approximation in point t1 (see Fig. 9), so that the summed signal
can be written as

SðtÞ ¼ S0ðtÞþS1ðtÞ � b 1� t
τ
� ln

b
N0

� �� �
ð9Þ

Since S(t) is linear in twithin this approximation, wf can be written
as

wf ¼
Sðt1�LÞ�A0

Sðt1�LÞ�Sðt1Þ
; ð10Þ

and finally, using Sðt1Þ ¼ b:

wf ¼
0 if Af 4b � 1þ L

τ

� �
1þb�Af

bLτ
if Af rb � 1þ L

τ

� �
8<
: ð11Þ

Since Af 4b, wf is smaller than one. In a similar way, an expression
for wl can be obtained:

wl ¼
0 if Alop � 1� L

τ

� �
1þAl �p

pLτ
if AlZp � 1� L

τ

� �
8<
: ð12Þ

Eqs. (11) and (12) yield the important result that wf and wl are
independent of the unknown height of the previous pulse N0. It
has to be emphasized that this is no longer true, if S0ðtÞ and S1ðtÞ
are approximated taking into account quadratic or even higher-
order terms of t=τ.

5. Results

The correction algorithm has been tested using a standard
coaxial HPGe detector from the company ORTEC with a relative
efficiency of 20% along with a standard 226Ra calibration source
which provides γ-rays in the energy range from 180 keV up to
2447 keV. Fig. 10 shows a section of the low-energy part of a raw
γ-ray spectrum (upper panel) together with the spectrum which is
obtained, by applying the correction algorithm (lower panel). The
spectrum was taken at a count rate of 23 kcps and a dynamic range
of 12.8 MeV, corresponding to a channel width of W¼0.78 keV.

Using the correction algorithm, the double-peak structure can be
removed.

The algorithm described in the previous section assumes a few
simplifications, i.e. the exponential decay of the preamplifier signal
is linearly approximated and the finite rise-time is neglected.
Furthermore, in the trapezoidal filter (see Eq. (1)) implemented in
the DGF-4C also contributions from the rising edge are taken into
account for ballistic deficit corrections. Fig. 11 shows the peak-width
(FWHM) of several peaks in the corrected γ-ray spectrum as a
function of energy. It can be recognized that at certain energies, the
peak is broadened compared to the neighboring ones (e.g. at
Eγ ¼ 1764 keV and Eγ ¼ 2447 keV). This may result from the sim-
plifications sketched above. To improve the results, an additional
quenching factor q was introduced and the weighting factor wl in
Eq. (12) is modified in the case of AlZp � 1�L=τ

� �
to

wl ¼ 1þAl�p
pL
τ

þ 1
Cf

q � Eraw ð13Þ

i.e. the correction is additionally reduced linearly with energy. q can
be fitted to obtain the best overall energy-resolution. For this

Fig. 9. Two schematic preamplifier signals S0ðtÞ and S1ðtÞ (solid line) as a function
of time. S0ðtÞ starts at t¼0 while S1ðtÞ is located on the trailing edge of S0ðtÞ. The
sum signal is linearly approximated in the vicinity of t ¼ t1. Because of the finite
filter-length L, sampling-points enter into the sums of Eq. (1), which are above and
below the first relevant DNL region at Af. Note that the x axis is not to scale.

Fig. 10. Low-energy part of the raw γ-ray spectrum (upper panel) and the corrected
γ-ray spectrum (lower panel). The measurement was performed at an input count-
rate of 23 kcps and a channel width of 0.78 keV. Using the correction algorithm, the
Gaussian peak-shape can be restored. Note that both y axes have the same scale.

Fig. 11. Measured energy resolution as a function of γ-ray energy. The data points
connected with solid lines are obtained using the correction algorithm without
taking a quenching factor into account, thus using q¼0. The data-points connected
with the dotted lines are obtained with a value of q¼0.0006. The energy-resolution
for the peaks at 964 keV, 1764 keV and 2447 keV can be significantly improved by
introducing the quenching factor. The data were taken with a channel width of
0.78 keV and an input count-rate of 23 kcps. Note that no comparison to non-
corrected values can be drawn for this case because of the observed double-peak
structure.
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purpose, a figure of merit F has been defined as

F ¼ 1
Z

∑
Z

i ¼ 1
s2
i ð14Þ

where si are the peak-widths (FWHM) of a total number of Z peaks
in the γ-ray spectrum. Hence, the optimum value for q is obtained
for a minimum value of F(q). Fig. 12 shows F as a function of q,
yielding a minimum at q¼0.0006. Using this value for the correc-
tion algorithm, the peak width of the outliers can be significantly
reduced, while the widths of the other peaks remain almost
unchanged (see Fig. 11). It has to be emphasized that because of
the double-peak structures, no comparison of the peak width to the
non-corrected values can be made.

Besides the energy resolution, the corrected spectra were
investigated with respect to the integral linearity. Fig. 13 shows
the deviation of their peak position from a linear fit. The dashed
horizontal lines indicate the width of one bin in the energy
spectrum, indicating that the deviation is smaller than this. The
quenching factor q has only a minor effect on the integral linearity.

The measurement described above was performed with a
channel width of 0.78 keV in combination with a count rate of
23 kcps. Reducing the count rate to a value of 1.06 kcps while
keeping the dynamic range constant leads to a narrower baseline
distribution and the double-peak structure vanishes. Hence, the
corrected and non-corrected spectra can be compared in terms of
peak width and linearity. The lower panel of Fig. 14 reveals
significant deviations from a linear fit for the non-corrected peak

positions. Though the two peaks at 244 keV and 298 keV are only
about 50 keV apart, they deviate by about 2 keV from the linear fit
in opposite directions. The linearity is significantly improved by
the correction algorithm. When comparing the peak-width in the
corrected and non-corrected spectra (Fig. 14 upper panel), no
major differences can be observed. The quenching factor has only a
minor effect on the peak widths in this case.

Finally, a spectrum has been taken for a low channel width of
0.16 keV, corresponding to a dynamic range of 2.6 MeV, and a high
count rate of 24 kcps. As noted in Section 3, the effect of the DNL
should be less significant in this case. The results in terms of
linearity and peak width are shown in Fig. 15. It turns out that the
linearity is almost unaffected by the correction algorithm, leading
to a maximum deviation from a linear fit that slightly exceeds the
width of one energy bin for the corrected and non-corrected
spectra. In contrast, the correction algorithm worsens the peak
width by an almost constant value of about 0.3 keV.

6. Conclusions

A correction algorithm for differential nonlinearities in subran-
ging, pipelined analog-to-digital converters used for digital γ-ray
spectroscopy has been developed and tested. The algorithm is
especially successful in restoring Gaussian peak-shapes in the case
of measurements with large dynamic ranges, i.e. large channel
widths. Additionally, the integral linearity can be significantly
improved in the case of low count rates. Nevertheless, for small
channel widths, the obtained results in terms of peak width are
still slightly worse compared to the non-corrected values.

Fig. 12. Fit of the quenching factor q to minimize the figure of merit F, defined in
Eq. (14). F is minimized for a value of q¼0.0006.

Fig. 13. Deviation of the corrected peak positions from a linear fit to the data using
a quenching factor q¼0 (solid line) and q¼0.0006 (dotted line). The data were
taken at a count rate of 23 kcps and a channel width of 0.78 keV. The two
horizontal lines indicate the width of one energy bin of the γ-ray spectrum. The
introduction of the quenching factor has only minor influence on the linearity.
Nevertheless, the deviation of the peak position is found to be smaller than one
energy bin.

Fig. 14. Same as Figs. 11 (upper panel) and 13 (lower panel), for an input count-rate
of 1.06 kcps and compared to the non-corrected results. In terms of energy
resolution, the results for the non-corrected and the corrected spectra are nearly
the same, while the linearity is significantly improved using the correction
algorithm.
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A special feature of this method in contrast to other approaches
[18] is that the calibration procedure for the look-up table has to be
performed only once and can be used for every subsequent experi-
ment. Furthermore, the algorithm incorporates only one parameter to
be fitted. These advantages make this method feasible for large- and
medium scale experiments with a high number of HPGe detectors.
It has to emphasized that the method presented in this work is
limited to this particular, but for this application widely used type of
ADC. Other ADCs like e.g. Flash-ADCs or Wilkinson-type ADCs need
different methods (see e.g. [21]).
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