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The development of digital electronics and their application to nuclear spectroscopy has provided an
opportunity to perform experiments beyond the technical capabilities of analog systems. The pulse-
shape analysis of Si detectors is described here for the selective identification of pile-up pulses resulting
from the sequential alpha decay of '°Xe and '°°Te isotopes. A two stage offline pulse shape analysis
algorithm is described which is able to detect pile-up pulses from the two alpha decays with time
differences between the two individual pulses as low as 100 ns over a wide range of relative

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

The development of digital pulse processing, wherein the
traditional shaping and timing circuitry are replaced by mathe-
matical routines operating on a digitized preamplifier signal have
enabled the implementation of sophisticated pulse shape analysis
(PSA) algorithms. This allows substantially more information to
be extracted from an experimental pulse than is possible with a
traditional analog system. Significant effort has been devoted to
pursuing digital pulse-shape processing in a variety of applica-
tions including; double beta-decay searches [1,2], large HPGe
tracking arrays [3,4], small animal medical devices [5], room-
temperature moderate resolution gamma-ray spectroscopy (CZT)
|6], precision timing measurements [7,8], and n-gamma discrimi-
nation [9]. Within silicon detectors, advanced pulse-shape analy-
sis routines have focused on spectroscopic measurement of short-
lived proton emission in decay spectroscopy investigations [10]
and isotopic identification in reaction measurements [11].

In this paper we discuss another aspect of implementing PSA
with silicon detectors, recovering spectroscopic energy and time
information from pulses due to the successive alpha decays of
109%e and '%5Te which occur within the same physical region of
the detector. The experimental data and its interpretation using
the methods described in this paper have been previously
presented [12-14]. Several factors of the current algorithm are
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noteworthy. Both the signal from the implanted ion and subse-
quent decay come from the same detector and through the same
electronics chain. This requires a large dynamic energy range with
the limiting case being the discrimination of a low-energy recoil
event from a high-energy or summed-energy decay event. Addi-
tionally, the distribution of times between the two decay radia-
tions is described by the characteristic decay curve of '%Te
(t12 =620(70) ns [12]) requiring an algorithm that can be used
to detect small time differences between the two alpha decay
pulses with high efficiency.

Utilization of PSA for decay spectroscopy was first applied to
microsecond proton emitters [15] and resulted in the detection of
fine structure in the proton decay of 4°Tm [16] and the observa-
tion of proton activity from '#4Tm [17]. In this study PSA was
employed to identify and characterize those pulses in which a
large energy signal from the implantation of a heavy ion into a Si
detector was followed by a low energy proton signal within 10 ps
(**>Tm) or 32 pus (**4Tm). This method overcomes the well known
phenomena wherein the decay signal following the recoil implant
occurs in the overload recovery period of the amplifier [18-20].

An extension of these early techniques enabled the search for
the pile-up pulses resulting from the sequential alpha decay of
109%e and !%°Te. Due to the short time between the '°°Xe and
195Te alpha decays ('°°Xe t;,=620ns [12]) it was risky to
implement the same online triggering scheme used in Refs.
[16,17] for selecting pile-up pulses. Instead all traces below a
certain energy were recorded [10]. The dramatic increase in the
amount of collected data necessitated the development of a
selective offline PSA algorithm that could differentiate between
the pile-up pulse from the decay of 1°°Xe followed by '°>Te and a
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normal pulse, the results of which have been reported in Refs.
[10,12-14].

The organization of the paper is as follows: in Section 2 the
salient details of the experimental setup are provided; in Section
3 the construction of a model pulse shape is described; in Section
4 the breakdown of the PSA into two separate stages is described;
in Section 5 the three methods used for the selective identifica-
tion of pile-up pulses in a thin (~ 65 pm) Si detector resulting
from the alpha decays of 1°°Xe and '®Te in rapid succession are
described; in Section 6 the characterization of the pile-up pulses
in stage 2 is described and finally the results are summarized in
Section 7 with an outlook towards future measurements.

2. Experimental description

Ions of '°°Xe were produced via heavy ion fusion-evaporation
reactions >*Fe(°®Ni,3n)'%Xe, (or the inverse reaction). Mass-109
ions were separated from other reaction products based on A/Q
by the Recoil Mass Spectrometer (RMS) [21], and implanted into a
Double-sided Silicon Strip Detector (DSSD). The detector was
segmented into 40 strips on both the front and back providing a
total of 1600 effective pixels. The decay energy spectrum obtained
during the experiment is shown in Fig. 1 and is dominated by the
alpha decays of '%°Te (3.107 MeV) and '%Te (3.318 MeV). The
alpha decays from '%°Xe and its daughter, '°>Te, were also
detected in the DSSD. The DSSD was read out using DGF4C
modules [22]. The incoming preamplifier signal was sampled at
40 MSPS and digitized with a 12-bit ADC. If the energy of the
event as determined by an on-board trapezoidal filter was below
9.2 MeV, an experimental trace was recorded for further offline
analysis. Each recorded experimental trace was a total of 25 ps
long sampled every 25 ns starting 1 pus before the leading edge of
the pulse. The first 1 ps of each trace was used to determine a
baseline from which the energy of the pulse was measured. The
various signal types recorded during a typical experimental run
could be separated into five categories and are shown in Fig. 2.
The overwhelming majority of the traces were similar to the trace
shown in Fig. 2a.

3. Ideal response

Differentiating the various experimental signals presented in
Fig. 2 on the basis of their unique pulse shapes requires char-
acterizing the response of each detector element and preamplifier
chain to alpha radiation to derive the ideal pulse shape, or
superpulse (used hereafter). The early implementation of the
superpulse technique presented here was previously applied in
Ref. [17]. Since each DSSD strip had a separate preamplifier a
superpulse was constructed strip-by-strip based on the response
to the 5.485 MeV alpha emitted by an open ?*'Am source. For
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Fig. 1. Decay energy spectrum correlated with mass 109 ions from 0 to 9 MeV.
The alpha decays of '°Te and '°Te are indicated in the figure. The '%®Te activity
resulted from the proton decay of '°°I which was below the detector threshold.
Energies were computed using the single fit algorithm described in Section 5.1.
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Fig. 2. Five characteristic traces displayed between 0 and 7.5 ps. All pulses start at
1 ps. (a) A normal single alpha decay pulse, (b) a slow rise time pulse, (c) a noisy
pulse, (d) a pulse which occurred after a recoil before the preamplifier returned to
baseline, (e) a pile-up pulse of two alpha decays. The insets in (a) and (b) expand
the trace between 500 and 1.5 pis to show the significant difference in rise time
between the two pulses.

each strip ~ 1500 individual traces were collected. However, for
clarity the results from only one strip of the DSSD will be
presented and discussed here, though the conclusions reached
apply to the entire detector. The superpulse for each DSSD strip
was created by averaging together acceptable traces. Unaccepta-
ble signals were eliminated from this averaging procedure if they
had a slow rise time (see Fig. 2b), a non-monotonically decreasing
tail, a sloping baseline (Fig. 2d), or an inappropriate energy range.
Less than 1% of the source data set was removed by these
conditions. The conditions also served to indirectly time-align
the experimental signals for the superpulse averaging.
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If too few pulses were averaged together the resulting super-
pulse would be a poor representation of the response of the
detector strip and preamplifier chain. However, there is a point at
which the inclusion of additional pulses fails to improve the
quality of the superpulse due to the characteristic noise of the
system. To determine this optimum number, nine separate super-
pulses were created by averaging a varying number of individual
pulses from 1 to 1500 and are shown in Fig. 3. The degree to
which each superpulse represented the ideal response to a
5.485 MeV alpha particle was determined by fitting the super-
pulse to a large sample of individual traces and inspecting the
resulting y? distribution. The fits were performed using the
Minuit package as implemented in the ROOT analysis framework
[23]. For simplicity x? will refer to the y? per degree of freedom
throughout this paper. The y? distributions of the superpulses
shown in Fig. 4. As might be expected, there is remarkable
improvement in the y? distributions going from a superpulse
derived from 1 to 50 individual traces. However, there is no
observable improvement averaging more than 50 traces. There-
fore the minimum acceptable number of pulses for the creation of
a superpulse was set at 50. The normalization of the resulting
superpulse was chosen so that the superpulse amplitude was
within a factor of ten from the experimental amplitude.

The above discussion has so far focused exclusively on the
creation of a superpulse by averaging signals from an external
alpha source. It was also possible to construct a superpulse based
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Fig. 3. The superpulses obtained by averaging a certain number (1, 2, 5, 10, 50,
100, 500, 1000, 1500) of individual pulses for one strip of the DSSD. There is
qualitatively little difference between the superpulse derived with greater than 50
individual pulses. There is an artificial offset in both the vertical and the horizontal
dimensions so that all superpulses are visible.
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Fig. 4. The »? distribution obtained by fitting the superpulses constructed from 1,
2, 50 and 1500 individual traces (shown in Fig. 3) to > 1500 individual pulses in
one strip of the DSSD. There is a dramatic improvement in quality of the
superpulse going from 1 to 50 traces evidenced by both a slight narrowing of
the chi-square distribution and a large decrease in the centroid.

on the alpha decay of deposited 1°°Te activity during the experi-
mental run. In this experiment, there was no appreciable differ-
ence in the quality of the superpulse constructed with greater
than 50 experimental traces from either internal or external alpha
decays. Additionally, there was no dependence of superpulse
quality on the energy of the alpha particle used to created it
(5.485 MeV or 3.107 MeV for the alpha decays from 2*'Am or
109Te, respectively). The energy dependence for superpulses
created with less than 50 experimental traces was not investi-
gated. In longer duration runs with higher implantation rates it
was necessary to use the internal alpha decay from '%Te to create
a superpulse which corrected for radiation damage induced
changes to the pulse shape [14].

4. Pulse shape analysis
The PSA of pile-up events was broken into two distinct stages:

e Stage 1: The identification of all traces that deviated from the
ideal single-alpha pulse shape.

e Stage 2: Inspecting all of the non-ideal pulses for the presence
of a pile-up signal due to two sequential alpha decays and, if
present, extracting energy and time information.

The PSA was separated into two stages due to the unfortunate
inability of algorithm used in stage 2 (described in Section 6) to
differentiate between a pile-up pulse and a pulse due to the
interaction of a single alpha particle with the Si detector introdu-
cing an unacceptable background of “false” pile-up pulses into the
analysis. Further, the algorithm used in stage 2 is computationally
intense with 4 independent parameters and takes considerably
longer to perform than the two stage approach detailed here.
Thus, the first stage of the analysis must eliminate as many of the
single traces as possible while simultaneously retaining all pile-
up pulses.

5. Stage 1: pile-up pulse identification

In the first stage of the PSA each experimental trace was
classified based on its deviation from the ideal pulse shape
generated in Section 3 using three different methods:

e Single fit: fitting the superpulse to the experimental pulse.

e Derivative fit: fitting a derivative of the superpulse to a
derivative of the experimental pulse.

e Time-over-threshold: summing the number of channels in the
derivative trace that exceeded a certain threshold.

In each of the three methods a hard cut-off value was chosen
which attempted to clearly differentiate those signals arising
from the interaction of a single alpha decay in the DSSD and all
other signals (those represented in Fig. 2b-e).

In order to investigate the performance of the three methods
for selectively rejecting single alpha decay events, each one was
applied to individual traces obtained under experimental condi-
tions. The pulse amplitudes ranged between 1-6 MeV and include
the alpha activities 1°°Te, and '°®Te. The proton activity from 1°°]
leading to 1°8Te was below the hardware threshold. The pile-up
pulses of interest resulted from the sequential decay of 1°°Xe and
105Te due to the short half-life (620 ns [12]) of the latter. The total
implantation rate was low enough that random pile-up signals
were negligible. Beta decay signals were not observed due to the
thickness of the detector (65 pm). The application of the three
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Fig. 5. The 2 distribution resulting from the fitting of a superpulse to the individual traces. The upper limit to be considered a single alpha trace was placed at 6.8 and is
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article.)

methods for characterizing the pulse shape is described in
detail below.

5.1. Single-pulse fit method

For all recorded events the superpulse was fitted to the
experimental trace using the MINUIT package provided in the
ROOT analysis framework between a range of 250 ns and 7.5 ps.
Three parameters were included in fit; the pulse energy, the
phase difference between the rise of the superpulse and the rise
of the experimental pulse, and the baseline. The baseline of the
pulse, determined by averaging the trace between 250 and
750 ns, was held fixed in the fit, leaving only two free parameters.
Values of the superpulse between individual channels were
obtained by linear interpolation to allow for the matching of the
superpulse to the experimental trace with a time resolution finer
than 25 ns (the intrinsic bin width due to the 40 MSPS of the
digital electronics). The resulting y? distribution is shown in
Fig. 5. Also shown in Fig. 5 are the results of the single fitting
procedure when applied to the sample signals presented in Fig. 2.
The vast majority of analyzed signals have y? values below
6.8 indicated by the arrow in the y? distribution shown in
Fig. 5. With this selection of y? it was possible to efficiently
discriminate between a normal pulse due to the emission of an
alpha particle and all other signals shown in Fig. 2b-e.

5.2. Derivative fit method

The derivative method focuses on the rate of change of the
trace amplitude and was attempted in an effort to accentuate the
signature of a pile-up pulse as can be seen in Fig. 6e. Unfortu-
nately, the pulses needed to be binned by a factor of two to
reduce the influence of signal noise on the fitting procedure.

Similar to the single pulse fitting procedure the signal was fitted
between the range of 250 ns and 7.5 ps. Again, the only para-
meters in the fitting procedure were the height of the pulse, the
phase difference, and baseline. The baseline was fixed by aver-
aging the trace between 250 ns and 750 ns. The resulting 2
distribution is presented in Fig. 6. The traces shown in Fig. 6b-e
are still separated from other signals enabling the determination
of a single cut-off value of 8.5. However, the total range of y?
values is significantly reduced decreasing the separation between
single and pile-up alpha decay events compared to the single
fitting procedure.

5.3. Time-over-threshold method

Lastly, the total number of channels in the derivative trace
above a certain threshold was used to differentiate between pulse
shapes. The threshold which provided the greatest separation
between single alpha and pile-up alpha decay events was empiri-
cally determined to be 10% of the maximum signal height in the
derivative trace. The distribution of these time-over-threshold
values is shown in Fig. 7 as well as the values for the five individual
pulses from Fig. 2. The time-over-threshold technique while the
least computationally intensive does not appear to give an ade-
quate separation between the various pulse shapes of interest.

5.4. Stage 1 algorithm sensitivity
The effectiveness of the three different algorithms presented
for distinguishing between a single alpha pulse and all other

pulses can be based on two criteria:

(1) the percentage of single traces which are not identified as
such and
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(2) the percentage of double pulses which are falsely identified as
single pulses.

If the percentage of (1) increases a larger background for the pile-
up pulse is created whereas if the percentage of (2) increases the
total number of identified pile-up pulses is decreases. The
increase in either (1) or (2) negatively affects the pulse-shape
processing routine. The performance of the three algorithms with
respect to the first criteria can be observed by counting the
number of traces above the hard cut off values in Figs. 5-7. In
the data set presented here all three algorithms have a low
percentage of misidentifying a single trace, with the single fit
algorithm giving a slightly better performance than the derivative
or time-over-threshold methods.

The algorithms performance with respect to the second
criterion is critical as it determines, among other things, the
minimum time separation between two pulses required for a pile-
up trace to be successfully identified. The minimum time separa-
tion between the first and second pulse required for successful
identification as a pile-up pulse should ideally be less than the
half-life of the activity that produces the second pulse to max-
imize the total number of observable events. It is difficult to
identify the minimum time separation based on the available
experimental data since the event of interest, a pile-up of two
alpha decays, is rare. Therefore, the response of the three algo-
rithms to ideal pile-up pulses was explored. From the data
already presented, experimental pulses which were well fit by a
single superpulse (events with log(y?) values below 3.4 in Fig. 5)
were selected and used to artificially construct a pile-up pulse by
summing two copies of the single pulse as demonstrated in Fig. 8.
This procedure allowed for the study of many pile-up pulses
which are as close as possible to the experimental ones while also

allowing for the creation of pile-up pulses with both arbitrary
relative amplitudes and time separations between the two alpha
signals. Additionally, since pile-up pulses were created using
experimental signals a broad range of total energies were
sampled and detector noise was taken into account. In total,
more than 8000 pile-up pulses were created, and this data set was
used to determine the efficiency that the double pulse was
identified as not originating from a single alpha decay for all
three algorithms. Based on the algorithms discussed in Section 4
and their respective one-dimensional cutoffs (either a limit in y?
for the single or derivative fitting or a number of channels for
time-over threshold) an ideal response to the simulated pile-up
pulses would be a 100% identification of the pulses as not
originating from a single alpha decay (thus a 0% loss of pile-up
pulses, satisfying criterion (2)). The efficiency as a function of the
time difference between the two alpha signals is shown in Fig. 9
for the three algorithms.

The single fit algorithm is the most robust identification
method, clearly identifying 100% of pile-up pulses as not originat-
ing from a single alpha decay down to a time separation of 100 ns.
Below this time difference it is increasingly difficult to differenti-
ate a pile-up pulse from a single alpha decay. The derivative and
time-over-threshold methods fare slightly worse, dropping in
efficiency below 150 ns. This limit in time difference is a sig-
nificant improvement over the older time threshold limit
(~ 500 ns) used in previous studies [12,13]. Baring improvements
to the acquisition hardware or further development in the PSA it
will not be possible to identify a pile-up pulse with a time
separation of <4 channels (25 ns/channel).

A similar investigation was also performed into the perfor-
mance of the three algorithms as a function of the relative
amplitude between the two alpha decay signals. The time
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difference between the two alpha signal for this study was chosen
to be 250 ns by which time all three methods have obtained their
maximum efficiencies. The results are presented in Fig. 10. For
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Fig. 9. The efficiency for identifying an artificially created pile-up alpha pulse as
not originating from a single alpha interaction as a function of the time difference
between the two pulses. The artificial pile-up pulse was constructed with equal
energies for the first and second pulse. The total pulse amplitude ranged between
2 and 10 MeV. Three different detection methods are shown (red, solid) single
fitting, (blue, dash) derivative fitting, and (black, dot-dash) time-over-threshold.
See text for details. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

both single fitting and time-over-threshold, pile-up pulses can be
identified with as much as a factor of 5 difference between their
amplitudes which is important for the analysis of the pile-up
pulses in which one of the alpha particles has escaped from the
DSSD. It may be possible to improve the performance to lower
time separations and/or greater relative amplitudes if a multi-
parameter cut is used but such an investigation was not
performed.
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6. Stage 2: pile-up pulse characterization

The single fitting algorithm was selected as the first stage of
the PSA for identifying all pulses which deviated from an ideal
single alpha interaction with a Si detector. Starting with these
signals, the second stage of the PSA involved the characterization
of the pile-up pulses. To identify a pile-up pulse, the trace was fit
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Fig. 10. The efficiency for identifying an artificially created pile-up alpha pulse as
not originating from a single alpha decay as a function of the relative amplitude
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detection methods are shown (red, solid) single fitting, (blue, dash) derivative
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to the web version of this article.)
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with the sum of two superpulses between 250 ns and 7.5 ps. The
baseline was determined from an average of the signal between
250ns and 750ns and was held fixed in the fit. The only
adjustable parameters were the energies of the two superpulses
and the time difference between them. The value of y? was again
used to determine the quality of the double superpulse fit and the
distribution is shown in Fig. 11 for those events which were
identified as not arising from an ideal single alpha interaction
based on the single fitting method (Section 5.1 and Fig. 5). The
superpulse pile-up fits and respective y? values for the signals
shown in Fig. 2a-e are presented in Fig. 11a-e. Traces with a 2
value below 8.5 were assumed to have been successfully fit as a
pile-up pulse.

From Fig. 11a-e some qualitative comments on the pile-up
fitting procedure can be advanced. First, the method efficiently
picks out all pile-up pulses. Pulses with a sloping baseline can be
rejected on the basis of their high y? or, failing that, on the fact
that the energy of the second extracted superpulse will be
negative. However, the slow rise time and noise pulse (Fig. 11b,
c) are more difficult to deal with. Though the %2 value for the
noise pulse eliminates it from being considered a good pile-up
event, a small change in its pulse shape would alter the situation.
These two classes of pulses form the major background source for
this particular identification scheme. Fortunately, while the rate
of these background events is roughly comparable to the rate of
true pile-up events they can be eliminated based on either
extracted energy or timing information. In both the slow rise
time and the noise trace presented in Fig. 11 the extracted time
difference between the first and second superpulse is less than
100 ns. This value marks an additional limit for this PSA inde-
pendent of the ability to effectively identify pile-up pulses
presented in Section 5.
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Fig. 11. The y? distribution resulting from the fitting of selected experimental traces which were not well described by a single alpha decay with a pile-up superpulse (i.e.
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6.1. Sensitivity limits

A spectroscopic measurement of the two distinct alpha decays
in the chain '%Xe —1%Te — '°'Sn requires both the identification
of the pile-up pulse described previously but also a precise
measurement of the amplitudes of both alpha decay pulses and
the time separation between them. The obtainable energy resolu-
tion of the algorithm depends on a multitude of factors including,
but not limited to; preamplifier noise, the number of bits used in
the ADC, the energy of the two alpha decays and their relative
amplitudes of their respective pulses, and the time difference
between the two alpha decays. The same procedure described in
Section 5.4 to compare the stage 1 algorithms is used here as well
to extract the energy and time resolution of the pile-up char-
acterization algorithm since the amplitude and time differences
used to construct the artificial pile-up pulse are known a priori.
The energy resolution as a function of relative amplitude and time
between two pulses is shown in Fig. 12a. A representative one-
dimensional slice through Fig. 12a showing the obtainable energy
resolution as a function of relative amplitude with a fixed time
difference of 250 ns is shown in Fig. 12b. The rapid degradation of
energy resolution as a function of relative amplitude arises
mainly from the small number of ADC bits used to record the
alpha decay [16] with a smaller additional contribution from
preamplifier noise. The energy resolution as a function of time
difference is shown in Fig. 12c at a 1:1 relative amplitude. The
curve is qualitatively similar to that obtained in Ref. [24] but with
a lower achievable time difference. The time difference at which
the energy resolution begins to dramatically rise is located at
around 100 ns. It should be kept in mind that with the hardware
used in the present study a 100 ns time difference corresponds to
only four channels separating the two alpha decay pulses and is

consistent with the minimum time separation required for
identification derived earlier. The easiest method to improve the
time resolution indicated in Fig. 12c is to increase the sampling
speed of the digitizers. If the digitizers were able to sample the
incoming signal at 100 MSPS instead of the 40 MSPS used in this
study then the minimum time separation between signals would
be reduced to 40 ns. The time resolution as a function of both
relative amplitude and time different is shown in Fig. 13.

7. Summary

In summary, a two stage PSA has been developed for the
selective identification and characterization of a pile-up pulse
resulting from two successive alpha decays in a Si detector. The
first stage consisted of rejecting all events that could be described
as a single alpha decay and was performed with three different
algorithms (single fitting, derivative fitting, and time-over-thresh-
old) with the single fitting method providing the best perfor-
mance. This stage is limited to a time separation between the two
alpha particles of 100 ns. Below this value the pile-up pulses
become buried in a larger background of slow rise time and noisy
traces. The derivative method is also promising but suffers in our
specific application due to the need to bin the experimental signal
due to the noise on the Si detector. Using the selected subset of
events the second stage was a fit of two superpulses to the
experimental trace, varying the amplitudes and time separation.
While only alpha signals in a silicon detector are discussed the
techniques should be applicable to any signal with the character-
istic shape described herein. The algorithm presented here pro-
mises to be extraordinary useful in cases where energy pulses
from distinct decay events pile-up such as further sequential
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alpha decay studies on °8Xe, superheavy element research, and
microsecond isomeric activity.
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