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Follow-Up Multicenter Alpha Counting Comparison
J. D. Wilkinson, B. M. Clark, R. Wong, C. Slayman, M. S. Gordon, Y. He, J. Marckmann, B. D. McNally, and

T. Wu

Abstract—A follow-up alpha emissivity study was conducted to
examine the wide variability observed in previous work that was
hypothesized to be due to differences in the pulse height discrim-
ination threshold among participant’s equipment. Two samples,
one mixed energy and one monoenergetic, were prepared and
sequentially circulated to all participants for counting. Analysis of
the data demonstrates that only a small portion of the variability
is explained by this mechanism. The role of the sample to entrance
window gap for some counters was analyzed post hoc using the
same data set and may be responsible for a large amount of the
variability. The results of this large-scale study demonstrate the
continuing uncertainty for these measurements and the impor-
tance of interpreting their results appropriately when estimating
soft error rates.

Index Terms—Alpha particle, detectors, materials, reliability,
single event upsets.

I. INTRODUCTION

S OFT errors in modern electronic products are an important
reliability concern. Low-intensity alpha particle emission,

either from the radioactive decay of materials used in products
or contamination during the manufacturing process, may cause
errors in susceptible circuit elements and is a large component
of the soft error rate (SER) for circuits operating at ground level
[1], [2]. Accelerated test methods to quantify a circuit’s suscep-
tibility to alpha particle errors coupled with accurate measure-
ment of the alpha particle emissions from materials and manu-
facturing monitor samples may be used to assure that a system
will meet its requirements related to soft error robustness. This
paper describes an assessment of the accuracy of alpha particle
counting methods.
Many elemental isotopes are radioactive and undergo either

beta decay or alpha decay. Alpha decay is more common for
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heavy isotopes such as the members of the U or Th decay
chains. These isotopes and their daughter decay products are
quite common throughout the Earth’s crust and are present at
low concentrations in the majority of materials used for elec-
tronics production. Because the alpha particle has a range of
less than 100 m in most solid materials, it is important that
the measurement of alpha particle decay be characterized as the
functional emission from a material’s surface, rather than as a
bulk property of the sample. Sample inhomogeneity may result
in different surface emissivity as compared to the value expected
from bulk concentrations [3], [4]. Attempting to chemically an-
alyze the isotopes responsible for a sample’s alpha emission is
further complicated by the extremely low concentrations at parts
per trillion or less [5], [6], for most materials. For materials with
high specific activity, such as Po, the allowed concentration
may be as low as 1 part in 10 , clearly beyond the capability
of any existing chemical analysis [4].
By convention, materials with alpha particle emissivity

between 2 and 50 /khr/cm are referred to as low alpha (LA),
and those with emissivity below 2 /khr/cm are referred to
as ultralow alpha (ULA) materials. Recently, the term super
ultralow alpha (SULA) has been proposed for emissions below
0.5 /khr/cm . In past work, when material emissivity was
at much higher levels, the common unit was /hr/cm rather
than /khr/cm . As most modern electronics require emissivity
values in the ULA or LA range, it is now preferred practice to
utilize units of /khr/cm to prevent confusion. Measurement
of alpha particle emissivity at these levels utilizes special-pur-
pose detectors and large area samples of at least 200 cm .
The most commonly used detector has been a large format
gas proportional counter, although suitable ionization counters
have recently become available. A Geiger mode counter is
impractical for measurement at this range of emissivity [7].
An earlier study [8] sought to compare alpha particle emis-

sivity measurements of LA and ULA materials to nine different
participating centers. Two matched LA and two matched ULA
samples were prepared and sent to each center for measure-
ment using their own protocols and measurement equipment.
Counting data were confidentially submitted for comparative
analysis once all measurements were complete. The resulting
LA measurements ranged from 20.2 to 45.4 /khr/cm (2.2X),
although the replicate measurements for a single center were
in very good agreement with less than 5% variation. This wide
range of intercenter variation coupled with the excellent re-
peatability within a center is strong evidence of systematic error
in the measurement. For the ULA samples, 11 of 23 measure-
ments were within 1 standard deviation of the consensus mean,
and seven were at or below background. However, the high level
of counting uncertainty for ULA materials, with as
high as 210% of the consensus mean measurement, is sufficient
to mask a systematic error as high as observed in the LA data.
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Fig. 1. Photograph of the “thick” sample 1 (pink) being removed from its inner
aluminum shipping container. The sample and shipping container were over-
wrapped with a foil bag purged with dry N gas. The sample measures 20 cm
on each side (400 cm ) and has an emissivity of approximately 20 /khr/cm .

The reader is referred to [8] or [7] for a more complete explana-
tion of methods and terminology related to alpha counting. The
term “consensus mean” refers to the mean of the mean counting
value provided by each participant.
A survey of the methods used and subsequent discussions by

the authors identified potential sources to explain the observed
variations. The differences in the low-energy discriminator set-
ting for each counter was thought to be the most likely hypoth-
esis. This paper reports the results of a second round of data
collection that was designed to assess this hypothesis.

II. METHODS

In order to examine the impact of the low-energy discrimi-
nation setting, the second round (R2) of data collection utilized
two samples. One sample had a broad range of alpha particle
energies, and the other was a monoenergetic source. If the dis-
criminator setting was an important portion of the variation ob-
served during R1, then the results from the first sample, sim-
ilar to the energy range of the sample used in R1, should dupli-
cate the variability of findings from that round, and the results
from the second should be immune to that variation as no events
would be lost below the discriminator setting. Furthermore, al-
though it was not believed that differences in laboratory proce-
dures had a large impact on the R1 results, the authors decided
to attempt to standardize the counting procedure to eliminate it
as a possible source of variability.
A photograph of sample 1 is shown in Fig. 1, and its en-

ergy spectrum is shown in Fig. 2. The sample is a synthetic
cordierite-based (approximately Mg Al Si O ) glass ceramic
chosen for its appropriate level of emissivity and as a contrast
to the metal samples used in R1. For alpha counters using pulse
analysis techniques, the introduction of water vapor into the
counting gas volume may increase electron mobility, resulting
in a loss of counts [9]. Since the ceramic sample can readily
adsorb water vapor and may later release it into the counting
gas, it was dried before use and carefully managed during ship-
ping. The sample was stored in a cleaned aluminum shipping
container for mechanical protection (shown in Fig. 1) and over-
wrapped in a foil-lined bag, purged with dry N whenever it was

Fig. 2. Sample 1 spectrum demonstrating the smearing of emission lines to
lower energies that is typical of a thick source (data courtesy M. Gordon).

opened and resealed. The ceramic sample was stored in this bag
whenever it was not being counted. A permanent humidity in-
dicator card was packaged inside the foil bag to ensure that the
protocols were effective. For further protection, the outermost
shipping container was also sealed and provided with a desic-
cant package. None of the participants reported an indicator card
showing excessive humidity during the study.
The spectrum in Fig. 2, recorded on an XIA ionization mode

counter, is typical of materials with emissions from the bulk of
the sample at depths comparable to the range of an alpha particle
in that material, approximately 10–100 m. Alpha decay results
in discrete values of kinetic energy for the emitted particle, but
some of this energy is lost as the particle travels through the
material. For samples that are “thick” compared to the alpha
range, the resulting spectrum at the surface is shifted by a vari-
able amount toward lower energies. Most alpha counting sam-
ples of electronics materials are considered thick. Conversely, if
the sample’s alpha activity is confined to the surface or top few
micrometers, it is considered to be a “thin” source and will ex-
hibit discrete spectral lines. Although a spectrummeasured from
a high-activity sample may show some discernible structure that
could be useful for isotope identification, the results from most
LA and all ULA materials provide no useful identifying infor-
mation for practical counting periods. The spectrum in Fig. 2
shows a general structure of a thick source, but the detail needed
to identify specific isotopes and their relative concentrations is
not available. Due to the low chemical concentration and lack
of spectral information, it is generally the case that the partic-
ular isotopes that are the source of emission for LA and ULA
materials are not known.
The second sample is shown in Fig. 3. The active portion of

the sample is a thin, electrodeposited layer of Th on the sur-
face of the stainless steel substrate. The substrate is bonded to
a ULA silicon wafer to simplify handling. An NIST traceable
certificate of calibration was provided by the vendor.1 The mea-
sured surface emission rate ( geometry) is with
a relative expanded uncertainty ( ) of . (Note
that this certified value is an emission rate with units of time
rather than an emissivity in units of time area. Unless noted
otherwise, all references to sample 1 use the units of emissivity
in /khr/cm , and references to sample 2 use the emission rate in

.) Although the resulting count rate is much higher than

1Eckert and Ziegler Isotope Products, Inc., Valencia, CA, USA
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Fig. 3. Photograph of “thin” sample 2 (gold-colored disk) mounted on a
200-mm ULA silicon wafer.

Fig. 4. Spectrum of sample 2 has all measured emissions above 3.5 MeV. Cer-
tified measurement of source emission rate is cpm (XIA counter
output, data courtesy B. McNally).

would be recorded from an LA sample, it is still well within the
capabilities of all of the counters used in this study.
Considered as an emission rate, ceramic sample 1 registers

approximately , which is almost 3 orders of magni-
tude below that of sample 2. This emission rate is fairly typ-
ical for LA samples submitted for testing. Fortunately, the emis-
sion rate of sample 2 is low enough to be useful in these coun-
ters while still being high enough for characterization by NIST
traceable equipment. The sample’s energy spectrum is shown
in Fig. 4 and demonstrates the expected discrete nature of a thin
sample. The alpha particles emitted have MeV which
is above the highest discriminator setting reported from R1.
Confidential data submission was also required by the par-

ticipants for R2. The R1 protocol utilized an independent third
party and multiple confidential disclosure agreements to protect
the participant’s identities. A somewhat different procedure was
used for R2 to assure confidentiality while reducing the admin-
istrative burden and costs. All data were collected and held by
participants until the conclusion of counting. When all counting
was completed, each participant submitted the data as a set of

plain text files along with the efficiency factor for each mea-
surement. The files were electronically mailed to the study co-
ordinator (J. Wilkinson) from a single, shared e-mail account
to prevent identification. Prior to submission, each participant
self-assigned a 10-digit random number as a personal identifier
and included it with the data. The identifier was subsequently
used so that a participant may identify their own data in the pub-
lished results. For publication clarity, the random ID values have
been replaced with single letters.
Samples were sequentially mailed to each participant for

counting. All counting was conducted using a written, standard-
ized procedure sent with the samples that specified handling,
counting times, and reporting. The counting portion of the
procedure is very briefly summarized here.
Sample 1 was counted for 48 h and reported as 48 hourly

values. Sample 2 was counted for 8 h and reported as 48 values
for every 10-min period. For counters that required background
subtraction, a 48-h background measurement was made prior
to sample 1 and reported as 48 hourly values. Participants pro-
vided uncensored data for analysis to the study coordinator for
a standardized analysis.
The data analysis removed readings at the start of the mea-

surement period, as is customarily required, to allow the count
rate to stabilize properly once the sample had been loaded.
Rather than remove points for a specific period that may
not be appropriate for all counters, the counting trends were
tracked until the count stabilized. Specifically, data points were
examined from the beginning and compared to the mean and
standard deviation of the last 20 readings. Data at the beginning
that were more than above the mean were discarded. Once a
point had been found that was within of the mean, that point
and all subsequent points were retained for analysis. A mean of
1.9 data points were removed.

III. RESULTS

Nine participants made measurements, and one dataset was
lost, resulting in eight complete datasets. One of the remaining
participants realized that a serious procedural error had been
made in the measurement, recounted the samples, and submitted
a replacement dataset. The resulting eight datasets are reported.
The thick sample results are illustrated in Fig. 5 and summa-

rized in Table I along with the summary statistics for the LA
measurements from R1. The column “COV” is the coefficient
of variation defined as . Counting uncertainty is approxi-
mately 5% of the measured value. Considerable variation is ev-
ident, and the results are not markedly different from R1 to R2,
as expected. Therefore, the change in sample type had no ap-
parent impact on the results, nor did the standardized counting
procedure.
Results for the thin sample measurement are illustrated in

Fig. 6 and summarized in the last row of Table I. The variation
in count values, while somewhat smaller than the thick sample
data and the LA results from R1, is still marked. Counting un-
certainty has been reduced to less than 1% by the source’s higher
emission rate. If the low-energy discrimination threshold is re-
sponsible for the range in reported values for the thick sample
and R1 results, then the thin sample would have had much lower
variation as all of its emission is above the range of reported
thresholds. This is clearly not the case. More troubling is the ap-
parent measurement of count rate above the certified emission
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Fig. 5. Counting results for the ceramic sample (#1). The reference value is the
consensus mean of the measurements. Error bars indicate the range due to
counting uncertainty and do not include any estimate of systematic error. The
mean count, count uncertainty, and the counting efficiency ( ) are reported
below each bar.

Fig. 6. Counting results for the Th-230 (#2) sample. The analysis used the par-
ticipant’s reported counter efficiency value, although this may not have been
appropriate for this style sample (see text). The reference level is the source’s
certified emission rate.

TABLE I
SUMMARY STATISTICS FOR THE ROUND-2 SAMPLES. . UNITS FOR MIN, MAX,
AND MEAN VALUES ARE /khr/cm FOR R1 AND R2 SAMPLE #1 AND

FOR R2 SAMPLE #2. THE OTHER VALUES ARE DIMENSIONLESS

rate provided for this source. Alpha counters are inherently lossy
instruments. Noise events that might be registered as sample
counts are either characterized and removed during the back-
ground count phase or actively discriminated with pulse shape
analysis. A variety of mechanisms have been described (e.g.,

Fig. 7. Counting results for sample 2 with the efficiency ( ) set to 1.0 to remove
its effect from the analysis (see text).

see [7]) that lead to a loss of true counts. It is very unlikely that
a significant increase in counts should be registered, particularly
for this sample.

IV. DISCUSSION

Lacking some independent measurement of the alpha particle
emissivity for the ceramic sample, it is not clear if the consensus
mean measurement, one of the extreme value measurements, or
some other value entirely is closest to the true sample emissivity.
If measurement disagreement stems from a random process,
then the consensusmeanwould be themost likely choice. On the
other hand, a loss mechanism such as the low-energy discrimi-
nation setting that introduces a proportional loss of counts that
varies between participants would argue that the highest value is
most likely closest to correct. Of course, a combination of error
mechanisms—or a lack of knowledge regarding the dominant
mechanisms—leaves us to guess at the proper conclusion.
After further reflection on the results from sample 2, it was re-

alized that the counter efficiency ( ) reported by each participant
might not be appropriate for that particular sample. A counter’s
efficiency is determined during a calibration process that mea-
sures the fraction of real alpha particle events that are emitted
by a source but not registered by the counter for any of a variety
of reasons. The monoenergetic character of sample 2 not only
removes the effect of the low-energy discrimination setting, but
it also reduces some trajectory related losses by concentrating
the activity in a very small area near the center of the counter.
Although the correct value for the efficiency of the counters is
not known for sample 2, it is most likely that it should be higher
than the value used for large-area, thick samples most typical
of alpha counting. The data for sample 2 were reanalyzed by
setting and are shown in Fig. 7. For sample 2 in a win-
dowless counter, used by three of the participants, this is likely
to be the correct value as no events would be lost either to the
periphery or due to energy discrimination.
The most notable effect of this adjustment is that all mea-

surements are now at or below the source’s certified value, with
its uncertainty included, as expected for a set of counting mea-
surements using a monoenergetic sample. The mean value is

/khr/cm and the COV is still 17% (as expected since it
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Fig. 8. Loss of efficiency in a windowed counter. Particles far from normal
incidence may strike the side wall of the chamber, be absorbed in the entrance
window, or range out before entering the counting volume above the window.
A large gap between the sample and window increases the fraction lost to these
mechanisms, reducing counting efficiency.

is not affected by renormalization of the data). The adjustment
therefore has made the results consistent with an independent
measurement without affecting the essential finding that the low
energy discrimination threshold is not responsible for the differ-
ence in measurements between the thick and thin samples.
Given the agreement of some counters with the independent

measurement for the thin sample the best estimate of its true
emission rate is the largest value. Although the characteristics
of the thick and thin samples are somewhat different it is most
probable to conclude that the measurements from sample 1 are
similarly affected and that the true value is more closely rep-
resented by the largest value, which is /khr/cm , as mea-
sured by both D and F. The measurement uncertainty is then
best quantified by comparing the ratio of the minimum andmax-
imum values, rather than comparing with the mean value. For
both samples it is clear that loss mechanisms, including the
counter efficiency, dominate the measurement errors. However,
the counter’s efficiency correction falls far short of sufficiently
accounting for the error in many of the measurements.
One loss mechanism for windowed counters, illustrated in

Fig. 8, is affected by the gap between the emitting surface of the
sample and counter’s entrance window. The alpha counter can
only register events that enter the counting gas volume above the
entrance window with enough residual energy to create a signal
that can be distinguished from noise. Alpha particles emitted at
shallow angles may either fail to impact the entrance window
or be absorbed within it. It is also possible for low-angle alpha
particles to lose all of their energy in the gas volume below the
window after traversing approximately 4 or 5 cm laterally. For
all of these cases, an increase in the gap dimension leads to in-
creased losses of particles, particularly those emitted at shallow
angles. To gauge the magnitude of this effect, a series of mea-
surements were made by M. Gordon using a windowed counter
and a Th source very similar to sample 2. Count data were
collected with various separations between the entrance window
and sample ranging from 2 to 21 mm. The results of the mea-
surements are presented in Fig. 9. Error bars showing counting
uncertainty are included on the plot but are generally smaller
than the marker dimensions. The linear regression of the data,
expressed as an efficiency, clearly shows that the efficiency at a
gap of 0 is 87% and declines at a rate of 2.9%/mm.
The standardized protocol for this study did not specifically

provide instructions for managing the gap, nor did it ask for the
value to be reported. Once the potential for the gap’s impact
was appreciated, a confidential survey of the participants was
made, asking for an estimate of the gap when the measurement
wasmade. Seven of the eight participants responded with results
summarized in Table II.

Fig. 9. Measurement of thin thorium sample’s count rate as a function of the
gap between the source surface and the counter’s entrance window. The mea-
surement was not made with the source in direct contact with the window to
prevent contamination.

TABLE II
REPORTED VALUES FOR GAP AND THE ESTIMATED EFFICIENCY. USING THE
MODEL DESCRIBED IN THE TEXT. NON-WINDOWED (N.W.) COUNTERS ARE
ASSUMED TO HAVE AN EFFICIENCY OF 1.0 FOR THIS CONFIGURATION

Given the post hoc nature of this portion of the data collection
along with the limited potential application of the gap model
derived frommeasurements on a single counter, it is not possible
to responsibly draw quantitative results on this point. Suffice it
to say that the variation seems to be reduced with application of
this model to the windowed counters although data point C is
still far removed from the remainder of the measurements.
Other loss mechanisms have been observed by various au-

thors. The following are examples.
— A contaminated sample tray will register counts during
background determination. The contamination that is
covered by the sample during the counting period will no
longer be part of the background, leading to a reduction
in the apparent emissivity. For ULA samples, this has
been observed to lead to reports of negative emissivity on
occasion.

—Water vapor in the counting volume—potentially from
room air, contaminated counting gas, or sample out-
gassing—increases electron mobility and would reduce
emissivity values in counters using active background
discrimination. Fig. 10 illustrates this effect.

— A malfunctioning counter may have zones of inefficiency
that are not apparent without careful mapping. The top por-
tion of Fig. 11 presents a portion of the counting efficiency
map of a counter that was discovered to be malfunctioning
during detailed calibration testing, while the bottom por-
tion is the same data from a normally functioning counter.
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Fig. 10. Effect of water vapor on the alpha count. Moisture present in the
counting volume may suppress the alpha count when utilizing active back-
ground discrimination.

Fig. 11. Counting efficiency maps along the rear edges of a (top) malfunc-
tioning and (bottom) normal counter.

To emphasize the area that differs, only the rearmost 4 cm
of the counting area are shown. The top counter’s effi-
ciency for its rearmost 1 cm is less than 30%, most likely
due to a malfunctioning anode wire.

The preceding list of loss mechanisms is certainly not ex-
haustive, but serves to illustrates the variety of errors that have
been observed. Processes to control these loss mechanisms,
coupled with an appropriately determined counting efficiency,
are needed for accurate measurements. The authors recommend
caution when attempting to make absolute measurements or to
intercompare measurements made by different laboratories.

V. CONCLUSION

This follow-up study has again demonstrated that the sys-
tematic errors in alpha particle emissivity measurements of
LA materials contribute more to measurement uncertainty than
the commonly cited uncertainty due to counting statistics. The
major finding is a 1.7X variation (Max/Min) across the study
participants for the Th sample. Counting statistics and dis-
criminator settings can be ruled out as a cause for this variation.

A post hoc examination of the role of the sample to entrance
window gap demonstrates that it is an important source of
variation that was not controlled during the experiment. Some
general conclusions may be drawn based on these findings and
those of R1.
— The measurement of LA materials is generally repeatable
within a center.

— Various lossmechanisms result in an underestimation of an
LA sample’s true emissivity by up to a factor of approxi-
mately 2.

— The use of alpha emissivity measurements for monitoring
of manufacturing materials is likely to be effective for
determining trends and performance relative to previous
samples at the same lab.

—When estimating alpha soft error rates, the emissivity mea-
surements for LA materials may be as little as 50% of the
true value, thereby leading to an underestimate of the rate.

— All of the above conclusions are likely to be true for ULA
materials, although the higher degree of counting uncer-
tainty and potential for other systematic errors may tend to
degrade things further.

The lack of an appropriate calibration standard for these
counters, along with an appropriate procedure for its use, is
a critical shortcoming for alpha emissivity metrology. Devel-
opment and validation of a large area standard with suitable
emissivity would be an important step forward, and the authors
encourage further research in this area.
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